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Acceptance Test 

It is UCR’s intent to test and record the fail-over properties of the new optical Calren network. With not having two separate distinct off-campus drains before we wanted to observe the processes that we might see in an outage of the optical network. The tests were simple to setup and execute, a trace-route was recorded to either an ISP or DC site depending on which links was being tested. This gave us the proof that our pings were traversing the correct routes. Then an extended ping was run and the link was “broke” by pulling fiber from the GBICs. The timeouts from the pings gave us the outage time or recovery time depending how you look at it. Also recorded were the BGP summary table and the router log files which provide BGP error messages. A trace-route was executed when the link was still “broke” to record that the route had changed during fail-over. Below is a simplified network drawing.
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This is the BGP Summary table at the beginning of the test. The number of routes being advertised to us from the peer is reflected in the last column under “State/PfxRcd”.
c6509telecom-msfc1#sho ip bgp summ

BGP router identifier 138.23.3.225, local AS number 6106

BGP table version is 6807778, main routing table version 6807778

125239 network entries and 397332 paths using 26452135 bytes of memory

54987 BGP path attribute entries using 3299760 bytes of memory

23785 BGP AS-PATH entries using 688448 bytes of memory

1921 BGP community entries using 156554 bytes of memory

26771 BGP route-map cache entries using 428336 bytes of memory

0 BGP filter-list cache entries using 0 bytes of memory

143652 received paths for inbound soft reconfiguration

BGP activity 484283/938811 prefixes, 5764553/5367221 paths, scan interval 60 secs

Neighbor           V   AS    MsgRcvd MsgSent   TblVer  InQ OutQ Up/Down  State/PfxRcd

137.164.24.25   4  2152     404568   34015  6807778      0        0       3w2d           20688

137.164.24.29   4  2152     968080   65993  6807778      0        0       2d19h         122952
138.23.3.233     4  6106    922197    541279  6807778     0       0        1w2d         110038

138.23.3.245     4  6106     12986     540408  6807778     0       0       1w2d              0

138.23.3.253     4  6106     12973    540101  6807778      0       0        1w2d              0

138.23.6.6         4  6106    723931    1334430         0        0        0       1d14h         Active
The BGP Summary table when the ISP link was still down.

c6509telecom-msfc1#sho ip bgp summ

BGP router identifier 138.23.3.225, local AS number 6106

BGP table version is 6913126, main routing table version 6913126

125232 network entries and 151481 paths using 17600820 bytes of memory

48669 BGP path attribute entries using 2920140 bytes of memory

21041 BGP AS-PATH entries using 607246 bytes of memory

1787 BGP community entries using 143630 bytes of memory

23603 BGP route-map cache entries using 377648 bytes of memory

0 BGP filter-list cache entries using 0 bytes of memory

20716 received paths for inbound soft reconfiguration

BGP activity 484340/938962 prefixes, 5765202/5613721 paths, scan interval 60 secs

Neighbor           V    AS      MsgRcvd MsgSent   TblVer  InQ OutQ Up/Down  State/PfxRcd

137.164.24.25   4     2152    404716    34036  6913125      0    0            3w2d        20714

137.164.24.29   4     2152    968217    66021        0            0    0            00:07:57 Active
138.23.3.233    4     6106    922517   541954  6913126      0    0            1w2d       110049

138.23.3.245    4     6106     13008    541084  6913126      0    0            1w2d            0

138.23.3.253    4     6106     12995    540777  6913126      0    0            1w2d            0

138.23.6.6       4      6106    723931  1334430        0           0    0             1d14h    Active

The trace route to commodity internet site before fail-over. The first hop is out the Telecom ISP link.
C:\Documents and Settings\netops>tracert www.dogpile.com

Tracing route to searchxml.infospace.com [66.150.2.101]

over a maximum of 30 hops:

  1    <1 ms    <1 ms    <1 ms  NMS-100.ucr.edu [138.23.10.1]

  2    <1 ms    <1 ms    <1 ms  c6509telecom-msfc-v4089.ucr.edu [138.23.3.73]

  3     3 ms     3 ms     3 ms  dc-lax-m10--ucr-ge.cenic.net [137.164.24.29]

  4     3 ms     3 ms     3 ms  gigabitethernet5-1-520.ipcolo1.LosAngeles1.Level3.net [64.156.191.9]

  5     3 ms     3 ms     3 ms  gigabitethernet5-2.core2.LosAngeles1.Level3.net [209.244.10.185]

  6     3 ms     3 ms     3 ms  so-5-3-0.bbr1.LosAngeles1.level3.net [209.247.9.149]

  7    11 ms    11 ms    11 ms  so-2-0-0.mp1.SanJose1.Level3.net [209.247.9.114]

  8    11 ms    11 ms    11 ms  POS10-0-100.snjpca1-br1.bbnplanet.net [64.159.4.74]

  9    28 ms    28 ms    28 ms  so-2-1-0-6.sttlwa1-hcr1.bbnplanet.net [4.0.9.137]

 10    28 ms    28 ms    28 ms  so-7-0-0.sttlwa1-hcr2.bbnplanet.net [4.24.10.234]

 11    28 ms    28 ms    28 ms  p1-0.sttlwa1-cr2.bbnplanet.net [4.24.10.241]

 12    28 ms    28 ms    28 ms  4.25.89.18

 13    28 ms    28 ms    28 ms  border5.ge3-1-bbnet1.sef.pnap.net [63.251.160.10]

 14    28 ms    28 ms    28 ms  66.150.4.10

 15    29 ms    28 ms    28 ms  v38.go2net.com [66.150.2.101]

The trace route to commodity internet site after fail-over. The first hop is out the Stat-Comp ISP link.
c6509telecom-msfc1# traceroute www.dogpile.com

Translating "www.dogpile.com"...domain server (138.23.226.101) [OK]

Type escape sequence to abort.

Tracing the route to searchxml.infospace.com (66.150.2.101)

  1 c6509stat-msfc-v4090.ucr.edu (138.23.3.86) 0 msec 0 msec 0 msec

  2 inet-tus-m10--ucr-ge.cenic.net (137.164.24.221) [AS 2150] 4 msec 8 msec 4 msec

  3 inet-lax-m10--tus-m10-tun.cenic.net (137.164.22.64) [AS 2150] 8 msec 4 msec 4 msec

  4 gigabitethernet5-1-520.ipcolo1.LosAngeles1.Level3.net (64.156.191.9) [AS 3356] 4 msec 4 msec 8 msec

  5 unknown.Level3.net (209.244.10.129) [AS 3356] 4 msec 4 msec 8 msec

  6 so-5-3-0.bbr1.LosAngeles1.level3.net (209.247.9.149) [AS 3356] 4 msec 4 msec 8 msec

  7 so-2-0-0.mp1.SanJose1.Level3.net (209.247.9.114) [AS 3356] 12 msec 12 msec 12 msec

  8 POS10-0-100.snjpca1-br1.bbnplanet.net (64.159.4.74) [AS 3356] 16 msec 12 msec 16 msec

  9 so-2-1-0-6.sttlwa1-hcr1.bbnplanet.net (4.0.9.137) [AS 3356] 28 msec 32 msec 28 msec

 10 so-7-0-0.sttlwa1-hcr2.bbnplanet.net (4.24.10.234) [AS 3356] 32 msec 32 msec 32 msec

 11 p1-0.sttlwa1-cr2.bbnplanet.net (4.24.10.241) [AS 3356] 28 msec 32 msec 28 msec

 12 4.25.89.18 [AS 3356] 32 msec 36 msec 28 msec

 13 border5.ge3-1-bbnet1.sef.pnap.net (63.251.160.10) [AS 14744] 44 msec 32 msec 48 msec

 14 66.150.4.10 [AS 14744] 32 msec 32 msec 32 msec

 15 searchxml.infospace.com (66.150.2.101) [AS 14744] 32 msec 32 msec 28 msec

The outage we calculate was 90 seconds from the following two extended pings to the ISP commodity site.
c6509telecom-msfc1#ping 

Protocol [ip]: 

Target IP address: 66.150.2.101

Repeat count [5]: 1000

Datagram size [100]: 1024

Timeout in seconds [2]: 3

Extended commands [n]: 

Sweep range of sizes [n]: 

Type escape sequence to abort.

Sending 1000, 1024-byte ICMP Echos to 66.150.2.101, timeout is 3 seconds:

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

................................!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!

Success rate is 96 percent (968/1000), round-trip min/avg/max = 28/41/564 ms

C:\Documents and Settings\netops>ping 66.150.2.101 -t

Pinging 66.150.2.101 with 32 bytes of data:

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Reply from 66.150.2.101: bytes=32 time=28ms TTL=239

Reply from 66.150.2.101: bytes=32 time=28ms TTL=239

Reply from 66.150.2.101: bytes=32 time=28ms TTL=239

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Reply from 66.150.2.101: bytes=32 time=28ms TTL=239

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Reply from 66.150.2.101: bytes=32 time=29ms TTL=239

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Request timed out.

Reply from 66.150.2.101: bytes=32 time=31ms TTL=239

Reply from 66.150.2.101: bytes=32 time=31ms TTL=239

Reply from 66.150.2.101: bytes=32 time=31ms TTL=239

Reply from 66.150.2.101: bytes=32 time=31ms TTL=239

Reply from 66.150.2.101: bytes=32 time=31ms TTL=239

Reply from 66.150.2.101: bytes=32 time=30ms TTL=239

Ping statistics for 66.150.2.101:

    Packets: Sent = 138, Received = 117, Lost = 21 (15% loss),

Approximate round trip times in milli-seconds:

    Minimum = 28ms, Maximum = 31ms, Average = 29ms

The ping recovered right after the BGP-3-NOTIFICATION is sent and traffic is now being sent over to Stat-Comp border router.
c6509telecom-msfc1# show log
w2d: %SYS-5-CONFIG_I: Configured from console by tim on vty0 (127.0.0.11)

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.29 Down BGP Notification sent

3w2d: %BGP-3-NOTIFICATION: sent to neighbor 137.164.24.29 4/0 (hold time expired) 0 bytes 

3w2d: %SYS-5-CONFIG_I: Configured from console by tim on vty0 (127.0.0.11)

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.29 Up 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.25 Down BGP Notification sent

3w2d: %BGP-3-NOTIFICATION: sent to neighbor 137.164.24.25 4/0 (hold time expired) 0 bytes 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.25 Up 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.29 Down BGP Notification sent

3w2d: %BGP-3-NOTIFICATION: sent to neighbor 137.164.24.29 4/0 (hold time expired) 0 bytes 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.25 Down BGP Notification sent

3w2d: %BGP-3-NOTIFICATION: sent to neighbor 137.164.24.25 4/0 (hold time expired) 0 bytes 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.25 Up 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.29 Up 

One of the issues that we discovered was the virtual VLAN interface in the MSFC2 router did not shutdown when the only physical interface for that Vlan went inactive. We think that if the virtual VLAN interface 4077 went into a down state immediate when the fiber was pulled then BGP would not wait for the PEER timer to make a routing decision.
c6509telecom-msfc1#sho int vlan 4077

Vlan4077 is up, line protocol is up 

  Hardware is Cat6k RP Virtual Ethernet, address is 000b.fc7e.30fc (bia 000b.fc7e.30fc)

  Description: To 15540 8/2/0 ISP

  Internet address is 137.164.24.30/30
We found the following on the Cisco web site regarding this issue and will be changing the following to “enable”. On all our 6500s.
c6509telecom-border> (enable) sho msfcautostate 

MSFC Auto port state: disabled
Auto State Feature

The auto state feature shuts down (or brings up) Layer 3 interfaces/subinterfaces on the MSFC and the Multilayer Switch Module (MSM) when the following port configuration changes occur on the switch: 

· When the last external port on a VLAN goes down, all Layer 3 interfaces/subinterfaces on that VLAN shut down (are autostated) unless sc0 is on the VLAN or another router is in the chassis with an interface/subinterface in the VLAN. When a Layer 3 interface goes down, this message is reported to the console for each Layer 3 interface: 

%AUTOSTATE-6-SHUT_DOWN 

· When the first external port on the VLAN is brought back up, all Layer 3 interfaces on that VLAN that were previously shut down are brought up. This message is reported to the console for each Layer 3 interface: 

%AUTOSTATE-6-BRING_UP 

· The Catalyst 6500 series switch does not have knowledge of, or control over, the MSM or MSFC configuration (just as the switch does not have knowledge of, or control over, external router configurations). The auto state feature will not work on MSM or MSFC interfaces if the MSM or MSFC is not properly configured. 

Displaying the Auto State Configuration

To display the line protocol state determination for the MSFC, perform this task in privileged mode: 

	Task 
	Command 

	Display the line protocol state determination for the MSFC. 
	show msfcautostate 


This example shows how to display the line protocol state determination for the MSFC: 

Console> (enable) show msfcautostate 

MSFC Auto port state: enabled 

Console> (enable) 
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	Note   If you toggle (enable to disable and/or disable to enable) the msfcautostate command you might have to use the shutdown and no shutdown commands to disable and then restart the VLAN and WAN interfaces on the MSFC to bring them back up. Unless there is a valid reason, the MSFC auto state feature should not be disabled. 


This example shows how to disable the line protocol state determination of the MSFC: 

Console> (enable) set msfcautostate disable 

MSFC port auto state disabled. 

Console> (enable) 

BGP local-prefs

We found out on Sunday why our “equal weighted” paths seem to prefer the Telecom drains.

When IBGP see two paths to a subnet the first link with the lower IP number is selected. The loop-back number on the Telecom 6509 is 138.23.3.225, the loop-back address on Stat-Comps 6509 is 138.23.3.233.

You can see in the example that www.ucsd.edu should be leaving through the SD drain and it is for the 6509 but the 6513 in Stat-Comp is routing the data through Telecom. We will need to set up and managed “local-pref” statements in the 6500 to force traffic out through the San Diego drain if that makes sense. 
c6509stat-border-msfc1#trace www.ucsd.edu

Type escape sequence to abort.

Tracing the route to infopath.ucsd.edu (132.239.50.184)

  1 dc-sdg-12008a--ucr-ge.cenic.net (137.164.24.217) 0 msec 4 msec 4 msec

  2 dc-ucsd-ucsd1--sdg-dc1-ge.cenic.net (137.164.24.162) 4 msec 8 msec 8 msec

  3 node-b-msfc--ucsd-gw.ucsd.edu (132.239.255.141) [AS 7377] 4 msec 4 msec 8 msec

  4 muir-gw-nodeb-6509.ucsd.edu (132.239.255.163) [AS 7377] 8 msec 4 msec 8 msec

  5 infopath.ucsd.edu (132.239.50.184) [AS 7377] 8 msec 4 msec 8 msec

c6513stat-core-msfc2#trace www.ucsd.edu

Type escape sequence to abort.

Tracing the route to infopath.ucsd.edu (132.239.50.184)

  1 c6509telecom-msfc-v4089.ucr.edu (138.23.3.73) 0 msec

  2 dc-lax-12410b--ucr-ge.cenic.net (137.164.24.25) [AS 2150] 4 msec 0 msec 4 msec

  3 dc-tus-12008a--lax-12410b-pos.cenic.net (137.164.22.43) [AS 2150] 4 msec 4 msec 4 msec

  4 dc-ucsd-ucsd1--tus-dc1-ge.cenic.net (137.164.24.178) [AS 2150] 4 msec 4 msec 4 msec

  5 node-b-msfc--ucsd-gw.ucsd.edu (132.239.255.141) [AS 7377] 4 msec 4 msec 4 msec

  6 muir-gw-nodeb-6509.ucsd.edu (132.239.255.163) [AS 7377] 4 msec 36 msec 4 msec

  7 infopath.ucsd.edu (132.239.50.184) [AS 7377] 4 msec 4 msec 4 msec
DC Summary 
We had the same results when failing over the DC link at Telecom. A 90 second outage until the BGP-3-NOTIFICATION message was posted. There was no outage when the Telecom link was restored, traffic returned to the Telecom border when the peers were communicating and the routes were learned.

Trunk Summary 
The only messages receive on the router were the following highlighted BGP statements. Once the notification statements were received routing was directed to the Stat-Comp border router. On recovery when the peer networks came up, routing returned to Telecom’s border router.

c6509telecom-msfc1# show log

w2d: %SYS-5-CONFIG_I: Configured from console by tim on vty0 (127.0.0.11)

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.29 Down BGP Notification sent

3w2d: %BGP-3-NOTIFICATION: sent to neighbor 137.164.24.29 4/0 (hold time expired) 0 bytes 

3w2d: %SYS-5-CONFIG_I: Configured from console by tim on vty0 (127.0.0.11)

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.29 Up 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.25 Down BGP Notification sent

3w2d: %BGP-3-NOTIFICATION: sent to neighbor 137.164.24.25 4/0 (hold time expired) 0 bytes 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.25 Up 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.29 Down BGP Notification sent

3w2d: %BGP-3-NOTIFICATION: sent to neighbor 137.164.24.29 4/0 (hold time expired) 0 bytes 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.25 Down BGP Notification sent

3w2d: %BGP-3-NOTIFICATION: sent to neighbor 137.164.24.25 4/0 (hold time expired) 0 bytes 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.25 Up 

3w2d: %BGP-5-ADJCHANGE: neighbor 137.164.24.29 Up 

Overall Summary 
More testing is required to test new features and router changes. The changes that will be made include the following:

Neighbor timers

To set the timers for a specific BGP peer or peer group, use the neighbor timers command in router configuration mode. To clear the timers for a specific BGP peer or peer group, use the no form of this command. 

neighbor [ip-address | peer-group-name] timers keepalive holdtime

	keepalive 
	Frequency (in seconds) with which the Cisco IOS software sends keepalive messages to its peer. The default is 60 seconds. 

	holdtime 
	Interval (in seconds) after not receiving a keepalive message that the software declares a peer dead. The default is 180 seconds. 


Auto State Feature
The auto state feature shuts down (or brings up) Layer 3 interfaces/subinterfaces on the MSFC when port configuration changes occur on the switch.

Console> (enable) set msfcautostate enabled 

MSFC port auto state enabled. 

Console> (enable) 

The same testing procedures will be followed and recorded for the next test. 
Stat-Comp’s Test Wednesday August 13, 2003

This is the BGP Summary table at the beginning of the test. The number of routes being advertised to us from the peer is reflected in the last column under “State/PfxRcd”.

c6509stat-border-msfc1#sho ip bgp sum

BGP router identifier 138.23.3.233, local AS number 6106

BGP table version is 5999880, main routing table version 5999880

124869 network entries and 409670 paths using 26860413 bytes of memory

54434 BGP path attribute entries using 3266040 bytes of memory

23685 BGP AS-PATH entries using 684378 bytes of memory

1923 BGP community entries using 156100 bytes of memory

25263 BGP route-map cache entries using 404208 bytes of memory

0 BGP filter-list cache entries using 0 bytes of memory

142410 received paths for inbound soft reconfiguration

BGP activity 307988/236750 prefixes, 6794036/6384366 paths, scan interval 60 secs

Neighbor           V    AS  MsgRcvd  MsgSent   TblVer    InQ   OutQ Up/Down  State/PfxRcd

137.164.24.217  4   2152  302105    112223    5999877      0       0       5d01h       20302

137.164.24.221  4   2152  869695      37415    5999873      0       0        5d01h      122098
137.164.27.81    4   2153       0               0                0          0        0       never    Idle (Admin)

138.23.3.225     4    6106  968729   1294312     5999880     0       0       1d08h      124858

138.23.3.245     4    6106   21845    1292929     5999880     0      0         1d08h           0

138.23.3.253     4    6106   21866     1341895    5999880     0      0         1d08h           0
The BGP Summary table is receiving table updates after being restored.
c6509stat-border-msfc1#sho ip bgp summ

BGP router identifier 138.23.3.233, local AS number 6106

BGP table version is 6210788, main routing table version 6210788

124868 network entries and 168724 paths using 18186260 bytes of memory

48510 BGP path attribute entries using 2910840 bytes of memory

21120 BGP AS-PATH entries using 609720 bytes of memory

1802 BGP community entries using 143730 bytes of memory

22298 BGP route-map cache entries using 356768 bytes of memory

0 BGP filter-list cache entries using 0 bytes of memory

21928 received paths for inbound soft reconfiguration

BGP activity 308014/486592 prefixes, 6797888/6628914 paths, scan interval 60 secs

Neighbor           V    AS      MsgRcvd MsgSent   TblVer   InQ OutQ Up/Down  State/PfxRcd

137.164.24.217  4    2152     302216    112274  6209439      0     0        5d01h       20287

137.164.24.221  4    2152     870355      37435  6209722    14     0       00:00:01     1765

137.164.27.81    4    2153           0               0        0               0     0         never    Idle (Admin)

138.23.3.225      4    6106     968919   1335905  6209722     0     0        1d09h      124867

138.23.3.245     4     6106       21871   1334522  6209722     0     0        1d09h           0

138.23.3.253     4     6106       21892   1383487  6209722     0     0        1d09h           0
The trace route to commodity internet site before fail-over. The first hop is out the Stat-Comp ISP link.

c6509stat-border-msfc1#traceroute www.rodop1.com

Type escape sequence to abort.

Tracing the route to www.rodopi.com (216.55.128.102)

  1 inet-tus-m10--ucr-ge.cenic.net (137.164.24.221) 4 msec 4 msec 8 msec
  2 inet-lax-m10--tus-m10-ge.cenic.net (137.164.22.70) 8 msec 8 msec 8 msec

  3 gigabitethernet5-1-520.ipcolo1.LosAngeles1.Level3.net (64.156.191.9) [AS 3356] 12 msec 12 msec 12 msec

  4 gigabitethernet5-0.core1.LosAngeles1.Level3.net (209.244.10.41) [AS 3356] 12 msec 16 msec 12 msec

  5 so-4-0-0.bbr1.LosAngeles1.level3.net (209.247.10.193) [AS 3356] 12 msec 16 msec 12 msec

  6 so-7-0-0.gar1.LosAngeles1.level3.net (209.247.9.214) [AS 3356] 12 msec 12 msec 12 msec

  7 uunet-level3-oc48.LosAngeles1.Level3.net (209.0.227.38) [AS 3356] 16 msec 16 msec 16 msec

  8 0.so-1-0-0.XL2.LAX7.ALTER.NET (152.63.112.154) [AS 701] 12 msec 12 msec 16 msec

  9 0.so-2-0-0.CL2.SDG2.ALTER.NET (152.63.117.25) [AS 701] 16 msec 20 msec 16 msec

 10 510.ATM5-0.GW4.SDG2.ALTER.NET (152.63.114.237) [AS 701] 20 msec 20 msec 20 msec

 11 abac-gw.customer.alter.net (157.130.240.102) [AS 701] 20 msec 20 msec 20 msec

 12 core01.san-diego.abac.net (216.55.138.242) [AS 10316] 20 msec 20 msec 24 msec

 13 www.rodopi.com (216.55.128.102) [AS 10316] 16 msec 20 msec 20 msec

The trace route to commodity internet site after fail-over. The first hop is out the Telecom ISP link.

c6509stat-border-msfc1#traceroute www.rodop1.com

Type escape sequence to abort.

Tracing the route to www.rodopi.com (216.55.128.102)

  1 c6509telecom-msfc-v4090.ucr.edu (138.23.3.81) 4 msec 0 msec 0 msec
  2 dc-lax-m10--ucr-ge.cenic.net (137.164.24.29) [AS 2150] 0 msec 0 msec 4 msec

  3 gigabitethernet5-1-520.ipcolo1.LosAngeles1.Level3.net (64.156.191.9) [AS 3356] 0 msec 0 msec 4 msec

  4 unknown.Level3.net (209.244.10.253) [AS 3356] 0 msec 4 msec 0 msec

  5 so-4-0-0.bbr1.LosAngeles1.level3.net (209.247.10.193) [AS 3356] 0 msec 4 msec 0 msec

  6 so-7-0-0.gar1.LosAngeles1.level3.net (209.247.9.214) [AS 3356] 0 msec 4 msec 0 msec

  7 uunet-level3-oc48.LosAngeles1.Level3.net (209.0.227.38) [AS 3356] 4 msec 0 msec 4 msec

  8 0.so-1-0-0.XL1.LAX7.ALTER.NET (152.63.112.42) [AS 701] 0 msec 4 msec 0 msec

  9 0.so-2-0-0.CL1.SDG2.ALTER.NET (152.63.29.105) [AS 701] 8 msec 8 msec 8 msec

 10 509.ATM4-0.GW4.SDG2.ALTER.NET (152.63.114.233) [AS 701] 8 msec 8 msec 8 msec

 11 abac-gw.customer.alter.net (157.130.240.102) [AS 701] 8 msec 12 msec 8 msec

 12 core01.san-diego.abac.net (216.55.138.242) [AS 10316] 12 msec 8 msec 12 msec

 13 www.rodopi.com (216.55.128.102) [AS 10316] 12 msec 8 msec 8 msec

WOW! What a difference from the first test. From 90 seconds down to 4 seconds.

c6509stat-border-msfc1#ping

Protocol [ip]: 

Target IP address: 216.55.128.102

Repeat count [5]: 2000

Datagram size [100]: 

Timeout in seconds [2]: 

Extended commands [n]: 

Sweep range of sizes [n]: 

Type escape sequence to abort.

Sending 2000, 100-byte ICMP Echos to 216.55.128.102, timeout is 2 seconds:

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!..!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

Success rate is 99 percent (1998/2000), round-trip min/avg/max = 8/15/444 ms
ROUTER LOG FILE
2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Down Interface flap

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to up

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Up 

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Down Interface flap

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to up

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Up 

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4079, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Down Interface flap

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4079, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Down Interface flap

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to up

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to up

2w3d: %LINK-3-UPDOWN: Interface Vlan4079, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4079, changed state to up

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Up 

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Up 

2w3d: %LINK-3-UPDOWN: Interface Vlan4079, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4079, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Down Interface flap

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Down Interface flap

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to up

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to up

2w3d: %LINK-3-UPDOWN: Interface Vlan4079, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4079, changed state to up

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Up 

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Up 

You can see the virtual VLAN interface is being brought down with the fiber being pulled now. The highlighted log messages happen immediately and the routes are switched when the “BGP-5-ADJCHANGE: neighbor 137.164.24.221 Down Interface flap” message is posted. 
DC Summary 
We had the same results when failing over the DC link at Stat-Comp to San Diego. A 4 second outage until the BGP-3-NOTIFICATION message was posted. Once the neighbor 137.164.24.217 is up then the routes return to the Stat-Comp 6509.

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Down Interface flap

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to up

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Up 

Trunk Summary 
We ran three tests on the trunk optical link to San Diego. The first was pulling the TX & RX fiber out of the op-amp at the same time, simulating a complete fiber cut somewhere in between the two 15540’s. The next two was pulling either the TX or RX fiber out simulating a partial cut in the trunk fiber. The messages receive on the router were the following BGP statements. The link status on our 6509 was receiving the indication from the 15540 that the trunk was down and the virtual VLAN interfaces in the MSFC2 router were shutdown.  Fail-over time remains about the same (4 seconds) for the complete cut simulation. On pulling either the TX or RX feed only on the trunk the fail-over time increases to about 16 seconds.
2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4079, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Down Interface flap

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4079, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Down Interface flap

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to up

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to up

2w3d: %LINK-3-UPDOWN: Interface Vlan4079, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4079, changed state to up

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Up 

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Up 

2w3d: %LINK-3-UPDOWN: Interface Vlan4079, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4079, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Down Interface flap

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Down Interface flap

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to up

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to up

2w3d: %LINK-3-UPDOWN: Interface Vlan4079, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4079, changed state to up

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Up 

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Up 

2w3d: %LINK-3-UPDOWN: Interface Vlan4079, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to down

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4079, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Down Interface flap

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to down

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to down

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Down Interface flap

2w3d: %LINK-3-UPDOWN: Interface Vlan4077, changed state to up

2w3d: %LINK-3-UPDOWN: Interface Vlan4078, changed state to up

2w3d: %LINK-3-UPDOWN: Interface Vlan4079, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4077, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4078, changed state to up

2w3d: %LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan4079, changed state to up

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.217 Up 

2w3d: %BGP-5-ADJCHANGE: neighbor 137.164.24.221 Up 

c6509stat-border-msfc1#ping

Protocol [ip]: 

Target IP address: www.ucsd.edu

Repeat count [5]: 2000

Datagram size [100]: 

Timeout in seconds [2]: 

Extended commands [n]: 

Sweep range of sizes [n]: 

Type escape sequence to abort.

Sending 2000, 100-byte ICMP Echos to 132.239.50.184, timeout is 2 seconds:

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!..!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

Success rate is 99 percent (1998/2000), round-trip min/avg/max = 4/11/476 ms
Fail-over time with only one half of the fiber trunk pulled.

c6509stat-border-msfc1#ping

Protocol [ip]: 

Target IP address: www.ucsd.edu

Repeat count [5]: 1000

Datagram size [100]: 

Timeout in seconds [2]: 

Extended commands [n]: 

Sweep range of sizes [n]: 

Type escape sequence to abort.

Sending 1000, 100-byte ICMP Echos to 132.239.50.184, timeout is 2 seconds:

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!........!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!!!!!!!!!!!!!!!!!!!

Success rate is 99 percent (992/1000), round-trip min/avg/max = 4/6/232 ms
Overall Summary 
Now with the “auto state feature” enable and the links states are being reported to the MSFC2 routers the fail-over time across campus is very acceptable. 
We do have some questions on network tuning:

Would it be a benefit for a campus to have the same BGP timers as the CALREN routers? 
What is the largest MTU size allowed across the CALREN network? 
Would it be a benefit for every campus and CALREN to have the same MTU size?
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