Below are projects that are in need of attention.  Some are pure programming 

efforts, others are configuring, installing, customizing, and maintaining 

existing software.  I have estimated the approximate percentages for SCS.
1.  Network utilization graphs need a great deal of work.  We need to be

     able to graph other variables, including pkts/sec and interface error 

     counters.  We currently run NRG, but likely need to replace it with

     a different graphing package. SCS 30%
2.  Internet Weather report.  It needs to be rewritten from the ground up.

     The pinging of remote systems is currently done serially.  It needs to

     be modified to perform parallel pings.  It would be useful if we could

     produce long-term graphs of RTT in addition to packet loss.  A parallel

     version would allow for monitoring of more sites. SCS 30%
3.  Local netdisco development.  Multiple future additions to netdisco

     are needed.  Part of the list includes returning security contact info,

     adding a reporting feature for port enable/disable reason codes, possibly

     add a CLI interface.  Bug fixes.  Possibly some analysis scripts to help

     identify problem systems automatically (e.g. switch ports with too many

     MAC addresses behind them, individual MAC addresses with too many IP

     addresses, duplex mismatches, etc).  SCS 90%
4.  Syslog scraping.  We need scripts in place to monitor syslog entries

     looking for trouble.  This includes monitoring of DHCP logs looking for

     anomalies. SCS 50%
5.  Trouble ticket system.  We need one badly.  We should be running Request

     Tracker (RT) like so many other sites (it's opensource).  This needs to 

     be customized.  Big project.  Probably at the top of my list.  Note that

     RT is run by many on campus, as well as groups like CENIC.  SCS 40%
6.  CalREN2 accounting.  Maintenance and feature additions to the accounting

     scripts we run for CENIC accounting.  Additional work on the utilization

     graphs we maintain.  SCS 30%
7.  Campus netflow statistics.  We need additional scripts written to

     produce reports that can help us identify security issues on campus.

     I would also like to see utilization graphs generated based on the netflow

     data.  Integration of the Berkeley top talker report.  SCS 50%
8.  Automated tftp download and revision control of network device 

     configuration.  We need to move away from relying on individual's to

     write out configurations after making changes, and automate the

     collection and version control on config files.  SCS 50%
9.  TACACS.  We need to roll out tacacs+ across the backbone, and possibly

     across all network gear.  SCS 20%
10.  Network maps.  We badly need to produce maps of the campus backbone

       with visio, including external connectivity.  SCS 20% 

11.  DNS cleanup.  We need to run sanity checking scripts against our

       resource record files and clean up the problems (e.g. disagreement

       between forward and reverse entries, improperly formatted entries, etc).

       We also need a more sophisticated named.restart script to help insure

       that the rank-and-file understand whether things are working or not. SCS 10%
12.  HPOV Paging duplicates  SCS 30%
13.  HPOV Tech Ack  SCS 30%
14.  HPOV log for devices flapping  SCS 40%
15.  Install sitescope (monitor services)  SCS 30%
16.  DHCP install  SCS 50%
17.  DHCP check static integrity  SCS 40%
18.  DNS Maintain (Web Interface)  SCS 10%
19.  Netreg  SCS 100%
20.  Wireless logs to radius2

21.  Loadbalancers for email, AIS  SCS 30%
22.  Syslogging: The securemanager is configured to send logs to radius2. However, no logs are landing there. We need to add a flag to the syslog demon and perform some other

sysadmin tasks before we are actually capturing the syslogs from CruzNet, ResNet and the Admin Network.   30%
23.  BigBrother monitoring of CruzNet servers:
These are all projects that require our attention without a programmer most of these projects will not be completed anytime in the near future.  We sorely need  programming talent, and I would like to start the process of bringing a programmer on board for an extended period of time.  

