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Overview

Building 555 at NASA Research Park will serve as the interim base of operations for UC Santa Cruz’ Silicon Valley Center over the next couple years while permanent facilities are developed.  It will house administrative functions associated with the project (e.g., interim director and staff, personnel associated with the education collaborative, and other related activities) as well as serve as a base of operations for faculty involved in selected research initiatives.

The datacomm objective is to provide building occupants with network connectivity as if they resided on campus (i.e., ideally, the network addresses at Building 555 would be within the UCSC.EDU domain and no special software would need to be loaded on the client machine) and at speeds appropriate to their tasks.

Desired occupancy date for Building 555 is January 2, 2002.

Recommended Solution

Implement Alternative A — a low-cost VPN solution (with aggregate bandwidth of up to 10 Mbps) between Building 555 and UC Santa Cruz using the existing “open” network on the NASA campus.  Assign IP addresses to workstations in Building 555 that are within the UCSC.EDU domain and configure the routing equipment so that traffic destined for the NASA Research Park addresses is routed directly over the NASA “open” network and that all other traffic is routed to the Santa Cruz campus network via VPN tunnel with the option of using single DES encryption
 (i.e., access to other UC campuses or the Internet at large is routed through the UC Santa Cruz network).
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Encourage faculty with higher bandwidth needs (i) to apply for access to the high-speed NASA Research and Education Network (NREN) if their research is related to NASA projects and/or (ii) to include funding in their research proposals to support additional networking capability (e.g., Alternative B).  Note that this strategy could lead to a situation where a faculty member uses two network connections (i.e., one to the internal Building 555 network and one to a higher-speed research network); such a configuration would involve pulling an additional cable between the Building 555 telecom closet and the appropriate office.

Because this alternative utilizes existing connectivity to Building 555 and requires only modest investments in networking hardware, it can be implemented quickly.  It can also be replaced or upgraded without extensive consideration of cost amortization.

Costs associated with recommended solution:

· Equipment:

· The project would need to acquire the specialized network equipment (e.g., routers) while CATS will fund the standard equipment costs (e.g., Ethernet switch); Building 555 occupants would then pay the standard CATS network rates (i.e., $256/connection).

· Connection to the NASA “AU/Open” network as well as on-going access charges; there is already such a network connection at Building 555.  (Since the campus is acting as the lead partner in the NASA Research Park endeavor, hopefully NASA will provide such access without additional on-going cost.)

· Installation of equipment/connection to existing in-building wiring; testing of in-building wiring (correcting deficiencies, if necessary).

Next steps associated with recommended solution:

· Verify proposed network design with NASA staff.

· Obtain appropriate permissions from NASA to utilize their “open” network.

· Order required specialized network equipment — there is a lead-time of __ working days for the Cisco 1710 router.

Alternatives Considered

A. Leverage Existing NASA “AU/Open” Network.  [Recommended]  Create a low-cost VPN connection between Building 555 and UC Santa Cruz using the existing "AU/Open" network on the NASA campus (described more fully above).  This alternative would be designed to serve the low-bandwidth (i.e., up to 10 Mbps) needs of administrative and academic clients.

* Note:  CATS will fund the standard up-front equipment costs (i.e., fiber converter box and Ethernet switch); Building 555 occupants would then pay the standard CATS network rates (i.e., $256/connection).

	Service Component
	One-Time Costs
	On-going Costs

	Establish connectivity to Building 555

· Cisco 1710 router (two units + spare)

· _____ 10/100 24-port Ethernet switch

· Fiber converter box

· Assumes that existing (fiber) network connectivity to Building 555 is sufficient

· Technical staff (labor)

· Contingency

Ongoing maintenance

· Connection charge to NASA “open” network

· Moves/adds/changes to in-building network

· Standard CATS network rates

· Switched Ethernet (per connection)

· CATS “off-campus site” service charge
	$ 4,200

$ 1,000*

$    700*

$ 3,000 est

$  TBD

$ TBD


	$ TBD

$ TBD

$    256/year

$ 2,000/year


	Task/Action Item
	Lead Time

	Design

· Verify proposed network design with NASA staff

· Negotiate costs (hopefully zero) for use of NASA “open” network

Implementation

· Order equipment.

· Install equipment; verify in-building wiring.
	
__ days


__ days


25 days


__ days


	Advantages/Disadvantages

	Advantages

· Leverages existing connectivity to Building 555; therefore requires less lead-time.

· Low initial equipment acquisition costs (e.g., could be considered a “throw away” solution until higher speed solutions based upon ONI emerge).

Disadvantages

· Only scales to 10 Mbps aggregate bandwidth; requires additional equipment (e.g., implement Alternative B) to achieve greater throughput.

· Non-guaranteed, but adequate performance (since traffic competes with that on NASA “open” network).


B. Develop High-Speed Connection to Campus via NASA Networks.  Create a high-speed VPN connection between Building 555 and UCSC using the existing communications gateways at NASA Building 254.  Depending upon the NASA network topology, this is as simple as securing permission to utilized additional bandwidth or may require that new (multimode) fiber installed between Buildings 555 and 254 (NASA’s Telecommunications Gateway Facility) to establish a high-speed connection (according to NASA staff, conduit is available and the fiber run would be approximately 2 kilometers).  In addition, a VPN concentrator (e.g., the Cisco VPN 3000 series featuring field upgradeable models with throughput from 4 Mbps to 100 Mbps) would be used to establish a secure connection between Building 555 and the campus.

POSSIBILITY:  In such an alternative, high-speed traffic would be routed from NASA’s network through Abilene to CENIC (and thus to UC Santa Cruz); traffic destined for other NASA sites would be routed via NREN.  We may need to pay the NASA rates for the use of conduit and/or fiber if/when such rates are established.  There may also be some connection charges to NREN (but perhaps that could be negotiated).

	Service Component
	One-Time Costs
	On-going Costs

	Establish high-speed connectivity to Building 555

· Pull fiber optic cable between Building 555 and Building 254

· Cisco VPN 3030 (50 Mbps throughput) Concentrator (two units); can be upgraded to Cisco VPN 3060 (100 Mbps throughput).

· Technical staff (labor)

· Contingency

Ongoing maintenance

· Charges for conduit use/fiber optic cable

· Moves/adds/changes to in-building network
	$ _____

$ _____

$ _____

$ _____

$ _____

$ _____
	


	Task/Action Item
	Lead Time

	Design

· Verify proposed network design with NASA staff

· Negotiate for use of fiber, conduit, and NREN

Implementation

· Order equipment.

· Install equipment; verify in-building wiring.
	
__ days


__ days


__ days


__ days


	Advantages/Disadvantages

	Advantages

· Easily scales to 100 Mbps.  VPN concentrator is field upgradeable from 4 Mbps to 50 Mbps to 100 Mbps.

Disadvantages

· Requires new installation of fiber (and thus additional lead time).

· High initial equipment costs.


C. Purchase Dedicated Bandwidth from non-NASA Provider.  As in Alternative B, use dark fiber to establish connectivity between Building 555 and Building 254.  Purchase dedicated bandwidth from Pacific Bell between NASA’s Telecommunications Gateway Facility and UC Santa Cruz (each increment of T1, 1.544 Mbps, capacity costs about $450/month).  While fiber optic LAN extension equipment would be needed (to traverse the fiber segment), VPN equipment would not be required since dedicated circuits to UCSC would be utilized.

Note:  This is the standard remote facility configuration that is used to provide service to Long Marine Lab, Lick/Mt. Hamilton, and University Business Park.

As an alternative to dedicated capacity via leased T1 circuits to UC Santa Cruz; one could purchase bandwidth from one of the ISPs with services in Building 254.  Use of an ISP, however, would necessitate the acquisition of VPN equipment at Building 555 and at UC Santa Cruz (as in Alternative B).

	Service Component
	One-Time Costs
	On-going Costs

	Establish high-speed connectivity to Building 555

· Pull fiber optic cable between Building 555 and Building 254

· Canoga Perkins fiber optic LAN extension equipment (two units, spare, labor)

· Acquire T1 circuits from PacBell

· Wide area network routers (two units)

· Technical staff (labor)

· Contingency

Ongoing maintenance

· Charges for conduit use/fiber optic cable

· Moves/adds/changes to in-building network
	$ _____

$ 25,000

$ 1,800 per T1

$ 5,500

$ _____

$ _____

$ _____

$ _____
	$ 450/T1/mo


	Task/Action Item
	Lead Time

	Design

· Verify proposed network design with NASA staff.

· Negotiate for use of fiber and conduit.

Implementation

· Order equipment.

· Order T1 circuits.

· Install equipment; verify in-building wiring.
	
__ days


__ days


__ days


__ days


	Advantages/Disadvantages

	Advantages

· T1 circuits provide guaranteed service between Building 555 and UC Santa Cruz (in fixed bandwidth increments).

Disadvantages

· Higher monthly costs.


D. Use Commercial Service to Hanger One.  Piggy-back on the 100 Mbps service that NASA plans to develop for users of Hanger One (this alternative was not fully explored because it is only at the proposal stage).  NASA plans to install connectivity to commercial ISP services at Hanger One.  In this scenario, Building 555 would be served by those ISPs.

	Service Component
	One-Time Costs
	On-going Costs

	Establish high-speed connectivity to Building 555

· Establish connectivity with Hanger One (TBD).

· Order appropriate VPN/firewall equipment.
	
	


	Task/Action Item
	Lead Time

	Design

· Verify proposed network design with NASA staff.

· Negotiate for use of appropriate cabling and conduit.

Implementation

· Order equipment.

· Install equipment; verify in-building wiring.
	
__ days


__ days


__ days


__ days


	Advantages/Disadvantages

	Advantages

· Leverages planned 100 Mbps connectivity to Hanger One.

Disadvantages

· NASA plans not firm at this point.


E. Connect to CENIC ONI.  Leverage investment in CENIC ONI fiber initiative that, according to the proposed design, will include the NASA campus (this alternative was not fully explored because it is only at the proposal stage).  This scenario is really the optimal long-term solution for the Silicon Valley Center campus.

The plans for the next generation CENIC network based upon optical network technologies includes three tiers:
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All UC campuses (and, at this point, the Silicon Valley Center at NASA) will be provided with Tier 2 and Tier 3 services.  Tier 1 services are being considered for both the campus and Silicon Valley Center site, but that decision will be based upon

· Research projects/needs with funding for the Tier 1 services (e.g., the Cal ISI projects may be able to utilize tier one services)

· The availability of dark fiber to the location.  (For example, at the current time, there is no dark fiber available in Santa Cruz.  The closest fiber runs through Watsonville, but there is no interconnect facility where that fiber is located.)

(…deleted…)

� A separate recommendation concerning options for telephone is forthcoming.


� In order to assign UCSC IP addresses to workstations at Building 555, the router is configured to tunnel the traffic between Building 555 and UCSC; the specified equipment can also encrypt that traffic if desired for security reasons.
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