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Abstract

We consider classical billiards in plane, connected, but not necessarily
bounded domains. The charged billiard ball is immersed in a homogeneous,
stationary magnetic field perpendicular to the plane.

The part of dynamics which is not trivially integrable can be described
by a “bouncing map”. We compute a general expression for the Jacobian
matrix of this map, which allows to determine stability and bifurcation values
of specific periodic orbits. In some cases, the bouncing map is a twist map
and admits a generating function. We give a general form for this function
which is useful to do perturbative calculations and to classify periodic orbits.

We prove that billiards in convex domains with sufficiently smooth bound-
aries possess invariant tori corresponding to skipping trajectories. Moreover,
in strong field we construct adiabatic invariants over exponentially large times.
To some extent, these results remain true for a class of non-convex billiards.

On the other hand, we present evidence that the billiard in a square is
ergodic for some large enough values of the magnetic field. A numerical study
reveals that the scattering on two circles is essentially chaotic.

Key words: billiards, magnetic field, twist map, integrability,
adiabatic invariant, ergodicity

1 Introduction

We consider the classical motion of a particle of mass m and charge q in a plane
domain Q. A homogeneous, stationary magnetic field B perpendicular to the plane
makes the particle move on arcs of Larmor radius µ. Whenever it encounters the
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boundary, the particle is reflected specularly. This problem was first considered by
Robnik and Berry ([RB], [Ro]).

One point of interest in such models is the problem of integrable versus ergodic
behaviour of Hamiltonian systems. In zero field, we know examples of integrable
billiards (elliptic or rectangular boundary) as well as ergodic ones (dispersive Sinai
billiards, Bunimovich stadium, see for instance [KT]). Since it is unlikely that
integrability is stable with respect to perturbation by a magnetic field, B is a natural
parameter for studying the transition from order to chaos. One question is whether
the billiard can become globally ergodic in strong enough field.

Another motivation for studying magnetic billiards is connected to the problem of
quantum chaos. Recently, it has become possible to create mesoscopic systems where
the electrons’ motion is essentially ballistic [LRPW]. Behaviour of some macroscopic
observables, like the susceptibility, can be surprisingly complicated [RKC], and may
be related to classical dynamics. In order to be able to apply semi-classical methods
like trace formulae, it is desirable to have a good knowledge of classical periodic
orbits and their stability, at least perturbatively.

This paper is organized as follows. In section 2, we give a more precise definition
of the billiard flow and boundaries considered. The interesting part of dynamics
can be described by a bouncing map T , defined in section 3, where we also give an
exact expression for the Jacobian matrix of T . In some cases, T is a twist map and
admits a generating function G. In section 4, we give an exact expression of G, and
we discuss its physical interpretation and its practical applications.

Our main analytical results are contained in section 5, where we consider bil-
liards with smooth, convex boundaries. Using perturbative techniques, we analyze
different quasi-integrable limits. In section 5.2, we prove the existence of invariant
curves for all values of the magnetic field. These quasi-periodic trajectories corre-
spond physically to diamagnetic currents along the boundary. Our KAM type result
generalizes the well known theorem of Lazutkin [L] on the existence of caustics near
the boundary, in the zero field case. The magnetic field however breaks the symme-
try between the forward and backward skipping orbits, and at intermediate values
of the field, only one kind of skipping orbit is present. In section 5.3, we analyze
the strong magnetic field limit. We compute an expansion of the bouncing map in
powers of the Larmor radius and construct an adiabatic invariant on a time scale
growing exponentially with the magnetic field when the boundary is analytic. At
low order, this adiabatic invariant coincides with the one derived by Robnik and
Berry. In order to construct the invariant, we derive a theorem on a class of maps
of the annulus, which may be of interest in a broader context. Section 7 is devoted
to the proof of it.

In section 6, we study billiards which may show an important chaotic compo-
nent, because of singularities in the boundary (polygons) or because of a negative
curvature. It turns out that the properties of billiards in convex domains can be
to some extent generalized to billiards with concave boundary. In general it seems
that billiards in a magnetic field are of the mixed type (invariant tori and chaotic
components coexist). A possible exception is the case of the square at some par-
ticular values of the magnetic field, where we present an analytical argument and
numerical evidence for a completely chaotic motion.
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Figure 1: Examples of billiard domains Q, with tangent and normal vectors to the
boundary ∂Q: (a) bounded domain, (b) unbounded domain.

2 Definition of the billiards

Let Q be a connected domain in IR2. We assume for simplicity that the boundary ∂Q
consists of simple, closed, piecewise C2 curves of total length |∂Q|, although some
of our results may be extended to more general cases. Several of them however need
a higher degree of differentiability, which will be clearly indicated on the spot.

The boundary is parameterized with the curvilinear abscissa or arclength s:

x(s) = (X(s), Y (s)), ds2 = dX2 + dY 2, s ∈ [0, |∂Q|). (1)

The unit tangent and normal vectors and the (signed) curvature are given by

t(s) = (X ′(s), Y ′(s)) = (cos τ(s), sin τ(s)),

n(s) = (−Y ′(s), X ′(s)),

κ(s) =
dτ

ds
= X ′(s)Y ′′(s) −X ′′(s)Y ′(s) =

1

ρ(s)
. (2)

Parameterization is chosen in such a way that n is always oriented towards the
interior of Q (see fig.1). In this way, the curvature is positive for a convex boundary.
We suppose κ(s) to be defined and continuous everywhere but on a set E2 of punctual
values of s. The vectors t and n are undefined on a set E1 ⊂ E2.

Inside Q, the billiard flow is given by the Lagrangian

L(x, ẋ) =
1

2
mẋ2 + q (ẋ|A(x)) , A(x) = (−1

2
yB,

1

2
xB). (3)

The resulting motion is simply circular uniform, with Larmor radius

µ =
mv

|qB| =

√
2mE

|qB| , (4)



where speed v = |ẋ| and energy E are constants of motion. We adopt the sign
convention qB < 0, which implies that the particle turns counterclockwise, and
we take some characteristic length of the billiard as a length unit, so that µ can
be considered as a dimensionless parameter. Thus, increasing B is equivalent to
decreasing E or increasing the size of the billiard (which can be viewed as taking
the thermodynamic limit).

Each time the particle hits the boundary, the velocity changes according to the
law of specular reflection v′ = v − 2 (v|n)n, which is well defined for almost every
point of the boundary1.

The phase space M = Q× S1 can be divided into two disjoint sets M1 and M2.
M1 consists of all the orbits that never touch the boundary. It corresponds to an
integrable component of the motion and may be empty. In non-zero magnetic field
(µ < ∞), the orbits of M2 hit the boundary an infinite number of times. It is thus
natural to study the dynamics in M2 by means of a bouncing map.

3 The bouncing map and its Jacobian matrix

Let us consider the trajectory between two successive collisions with ∂Q, occurring
at P0 = (X(s0), Y (s0)) and P1 = (X(s1), Y (s1)). The trajectory is an arc γ of center
O, radius µ and angle ψ (see fig.2).

We call θi the angle between the arc and the boundary at Pi, and ui = − cos θi,
i = 0, 1. Quantities s and u are the Birkhoff variables and the bouncing map T is
defined as

T : (s0, u0) 7→ (s1, u1). (5)

If ℓ is the length of the chord P0P1, and χ is the angle between the chord and
the arc γ, simple geometry shows that

ψ = 2χ, sinχ =
ℓ

2µ
. (6)

In general, there may be two trajectories with supplementary χ for a given ℓ (see
also fig.13). This is a characteristic magnetic field effect.

Generalizing Birkhoff’s technique ([B], p.173, see also [KT]), we find

Proposition 1 If s0, s1 6∈ E2, the Jacobian matrix DT of T is given by

∂s1

∂s0
=

κ0ℓ cosχ− sin(θ0 + 2χ)

sin θ1
∂s1

∂u0
=

ℓ cosχ

sin θ1 sin θ0
∂u1

∂s0

=
sin(θ0 + 2χ) sin(θ1 + 2χ) − sin θ0 sin θ1

ℓ cosχ

−κ0 sin(θ1 + 2χ) − κ1 sin(θ0 + 2χ) + κ0κ1ℓ cosχ

∂u1

∂u0

=
κ1ℓ cosχ− sin(θ1 + 2χ)

sin θ0
(7)

1Subtleties may occur in the corners or if (v|n) = 0 and ρ ≤ µ at the point of collision, but
they are of little importance for the following.
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Figure 2: The trajectory between two successive bounces is an arc γ of radius µ,
angle ψ and extremities P0 and P1. The Jacobian matrix of the bouncing map T
depends on the length ℓ of the chord, the angle χ between chord and arc, the angles
θ0, θ1 between arc and boundary and the curvature at P0, P1.

where κi = κ(si).

For completeness and consistency of notation, we give a proof in appendix A.
We noticed that an alternative proof of this formula was provided by [MBG]. All
the quantities appearing in (7) can be easily expressed as functions of s0 and s1 (see
(76) and (77)). It is in general much more difficult to solve the relation u0(s0, s1)
with respect to s1, in order to obtain DT as a function of z0 = (s0, u0).

A first observation is that DT has unit determinant, and hence the Birkhoff
variables are conjugate, although momentum and velocity are not collinear in a
magnetic field (see section 4).

A second observation concerns the element ∂s1

∂u0
. We see that its sign depends

only on χ. Suppose that the shape of Q is such that it cannot contain any arc
of radius µ and angle larger than π. Then we have ∂s1

∂u0
> 0, and u0 is uniquely

defined for given s0 and s1. In such a case, T is called a (symplectic) twist map.
Twist maps, especially when continuous, have a lot of properties (see e.g. [Me] for
a review), some of which we will discuss in the next section.

The Jacobian matrix allows us to compute Liapunov exponents and to determine
stability of periodic orbits. If we define for z = (s, u) the stability matrix

Sn(z) = DT (T n−1z) · · ·DT (Tz)DT (z), (8)

then the Liapunov exponents are given by

Λ±(z) = ± lim
n→∞

1

2n
ln TrST

n (z)Sn(z). (9)



If z belongs to an orbit of period n, the orbit is hyperbolic and unstable if
|TrSn(z)| > 2, parabolic if |TrSn(z)| = 2 and elliptic if |TrSn(z)| < 2. In the latter
case, the orbit is stable unless resonance occurs. In section 6, we will give examples
of how to apply the formula (7) to analyze stability of specific families of periodic
orbits.

4 Generating functions

Here we call generating function of the continuous map T a C1 function G(s0, s1)
such that

dG = u0ds0 − u1ds1. (10)

It is easy to check the following properties [Me]:

1. If T is an area preserving twist map, it admits a generating function, unique
up to an additive constant, given by

G(s0, s1) =
∫ (s0,s1)

u0(ξ, η)dξ − u1(ξ, η)dη. (11)

2. If G is C2, the map T generated by G is always area preserving. It is a twist
map if ∂2

s0s1
G > 0 2.

3. If G is C2, u is a constant of motion iff G(s0, s1) = g(s1 − s0).

In zero field, G is known to be the length of the chord ℓ(s0, s1). For magnetic
billiards, we found that G depends also on an area associated to the trajectory, a
feature appearing apparently in all problems involving a magnetic field:

Proposition 2 Suppose that Q is bounded and that T is a twist map. Then, for
s0, s1 6∈ E2, the generating function is given by

G = L +
1

µ
S, (12)

where L is the length of the arc and S is the area between the arc and the boundary
(see fig.3).

We give the proof in appendix B. For practical purposes, it is useful to write G
in the form

G(s0, s1) =
1

µ
A(s0, s1) +Bµ(ℓ(s0, s1)), (13)

where A, the area between the chord and the boundary, does not depend on the
magnetic field, and

Bµ(ℓ) = µArcsin

(
ℓ

2µ

)
+
ℓ

2

√

1 − ℓ2

4µ2
(14)

2T can be degenerate if ∂2
s0s1

G = 0.
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Figure 3: When T is a twist map, its generating function G can be expressed (a)
as a function of the length L of γ and the area S between γ and ∂Q, or (b) as a
function of the length ℓ of P0P1 and the area A between P0P1 and ∂Q.

is equal to L minus the area between the chord and the arc, divided by µ.
As an example, let us consider an elliptic boundary, of equation

x = (λ cosϕ, sinϕ),
ds

dϕ
= C(ϕ) =

√
cos2 ϕ+ λ2 sin2 ϕ. (15)

If the magnetic field is low enough (in fact, if µ > λ2, as we shall see in section 5),
T is a continuous twist map, and

G =
λ

µ

[
ϕ− − 1

2
sin(2ϕ−)

]
+Bµ(2 sinϕ−C(ϕ+)), (16)

where ϕ± = 1
2
(ϕ1±ϕ0). Note that for a circular boundary (λ = 1), C = 1 and G de-

pends only on ϕ1−ϕ0. Thus, the billiard becomes integrable, which is geometrically
obvious.

In order to give a physical interpretation to G, let us recall that the momentum,
which is canonically conjugate to the position, is given by

p =
∂L

∂ẋ
= mẋ + qA = (mẋ− 1

2
qBy,mẏ +

1

2
qBx). (17)

Thus, it would have been physically more natural to use, instead of the tangent
velocity u, the tangent momentum

p = − 1

mv
(p|t(s)) = u+

1

2µ
(X(s)Y ′(s) −X ′(s)Y (s)). (18)

Indeed, p and s are conjugate since they admit as a generating function the reduced
action along the arc γ:

F =
∫

γ
(p|dx) = mv

∫

γ
ds+

1

2µ
(ydx− xdy) ⇒ dF = mv(p0ds0 − p1ds1). (19)

It is however more convenient to use u instead of p. Green’s theorem implies that
the generating functions are related by

mvG = F +
1

2
qB

∫

γQ

ydx− xdy, (20)



where γQ is the piece of boundary connecting P0 to P1.
One application of generating functions is in perturbation theory. Suppose the

map Tε depends on a parameter ε (controlling the magnetic field or the shape of the
boundary), such that the behaviour of T0 is known (e.g. integrable). Approximating
Tε by its expansion T0+ε∂εTε|ε=0 does in general not lead to an area preserving map,
whereas the map generated by G(s0, s1, 0)+ε∂εG(s0, s1, ε)|ε=0 is always conservative.

For example, the generating function for an elliptic boundary close to a circle,
given by (15) with λ = 1 + ε, is

G = G0(ϕ−) + εG1(ϕ+, ϕ−) +O(ε2),

G0(ϕ−) =
1

µ

[
ϕ− +

1

2
sin(2ϕ−)

]
+Bµ(2 sinϕ−),

G1(ϕ+, ϕ−) =
1

µ

[
ϕ− +

1

2
sin(2ϕ−)

]
+ 2 sinϕ− sin2 ϕ+

√√√√1 − sin2 ϕ−
µ2

. (21)

Another use of generating functions is in searching periodic orbits. If we define
the n-point generating function

G(n)(s0, s1, . . . , sn−1) = G(s0, s1) +G(s1, s2) + · · ·+G(sn−1, s0), (22)

then the law of specular reflection implies that every periodic orbit containing no
points with s ∈ E2 is a solution of

∂G(n)

∂s0
=
∂G(n)

∂s1
= . . . =

∂G(n)

∂sn−1
= 0, (23)

which is a system of n nonlinear algebraic equations of the n variables s0, . . . , sn−1.
It is convenient to “lift” the periodic variable s to the real line. An (m,n)

periodic orbit is then defined by sn = s0 + m |∂Q| , un = u0, and its frequency
ω = 1

|∂Q| limk→∞
sk

k
is equal to m

n
. The possible frequencies belong to an interval Iω,

depending on the behaviour of the boundaries u = ±1 of the phase cylinder. First
results on existence of periodic orbits for continuous area-preserving twist maps are
due to Poincaré and Birkhoff. Powerful developments were achieved by Aubry and
Le Daeron, Mather, MacKay and Meiss, and Katok (see [Me] and references therein
for more details):

1. For every m,n, m
n

∈ Iω, there is at least one (m,n) periodic orbit which is
“maximizing”. This means that every finite orbit segment (sk, . . . , sl), l ≥
k + 2 is a global maximum of

∑l−1
j=k G(sj, sj+1) with respect to variations of

sk+1, . . . , sl−1. In particular, (s0, . . . , sn−1) is a global maximum3 of G(n). If
the maximum is nondegenerate, the orbit is hyperbolic.

2. For every m,n, m
n

∈ Iω, there is at least one (m,n) periodic orbit which is

“maximin”. This means that the Hessian matrix of
∑l−1

j=k G(sj, sj+1) has one
single positive eigenvalue. The orbit is either elliptic or inverse hyperbolic
(TrSn < −2).

3Second variations of G can be computed using (80) and (81).



3. Every orbit on a rotational invariant circle is maximizing. For every irrational
ω ∈ Iω, there is a maximizing quasiperiodic orbit of frequency ω. Its closure
is either an invariant circle, or an invariant Cantor set. This result is in some
sense stronger than KAM theory, since it shows the existence of quasiperiodic
orbits for twist maps that are not necessarily nearly integrable.

To summarize: if the bouncing map is a continuous twist map, its generating
function provides a useful tool to do perturbative as well as variational calculations.
In particular, we have a lower bound on the number of periodic orbits of period n
(namely twice as many as there are integers m coprime with n such that m

n
∈ Iω),

whose stability can be related to the second derivative of the generating function.
As we shall see in the next section, an important class of maps satisfying the twist

property is given by bouncing maps of billiards with smooth, convex boundaries in
low magnetic field. Many billiards’ bouncing maps however are either not twist or
discontinuous. Nevertheless, generalized versions of the generating function can be
useful tools in some of these cases as well, as we will see in sections 5.3 and 6.2.

5 Smooth convex boundaries

5.1 Qualitative behaviour

We say that ∂Q is smooth and convex4 if ρ(s) is a smooth function (in a sense that
we will have to specify) and is bounded by positive constants: 0 < ρmin ≤ ρ(s) ≤
ρmax <∞ ∀s. For example, for the ellipse (15), ρmin = λ−1 and ρmax = λ2.

Robnik and Berry [RB] proposed to classify the dynamics by comparing µ to
ρmin and ρmax. If we consider specifically the twist property, by looking at trajecto-
ries with fixed s0 and varying u0 (fig.4 and 5), we obtain the following “curvature
regimes”:

1. If µ ≥ ρmax, the function s1(s0, u0) is increasing in u0, so that T is a twist
map. The curve {T (s0, u0),−1 < u0 < 1} turns exactly once around the phase
cylinder, with limu0→±1 T (s0, u0) = (s0, u0). Thus, Iω = [0, 1].

2. If ρmin < µ < ρmax, discontinuities in the map occur when the trajectory
becomes tangent to the boundary. We have limu0→+1 T (s0, u0) = (s0, u0), but
this is not necessarily true for u0 → −1. In appendix C, we illustrate the
construction of the discontinuity lines of the map.

3. If µ ≤ ρmin, the function s1(s0, u0) is first decreasing in u0, reaches its minimum
when χ = π/2, and increases again. We again have limu0→±1 T (s0, u0) =
(s0, u0), so that there are exactly two trajectories with supplementary χ for
given s0, s1. The map is no longer twist. One can expect that the frequencies
belong to an interval Iω = [ωmin, 0], where ωmin ∼ µ.

4For brevity, we omit the word “strictly”.
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Figure 4: Trajectories in an elliptic boundary, with constant s0 and varying u0:
(a) µ ≥ ρmax, (b) ρmin < µ < ρmax, (c) µ ≤ ρmin. Trajectories with u0 near −1:
(d) trajectory with caustic for µ ≥ ρmax, (e) chaotic trajectory when ρmin < µ <
ρmax, (f) trajectory with caustic for µ ≤ ρmin.

Figures 4 and 5 illustrate this behaviour in the case of an elliptic boundary5.
We see that there always exist invariant curves near u = +1, corresponding to
trajectories with caustics (the “whispering gallery modes”). For µ ≥ ρmax and
µ ≤ ρmin, such curves also exist near u = −1. However, when ρmin < µ < ρmax,
the tori near u = −1 are replaced by a chaotic region. This behaviour can be
heuristically understood by noting the following two points: first, discontinuities of
the map due to tangencies may destroy invariant curves in an analog manner as do
the discontinuities due to corners of the boundary [DR]; second, the Jacobian matrix
(7) diverges like (u+1)−1/2, causing strong dispersion of nearly tangent orbits, which
can be a source of positive Liapunov exponents.

Robnik and Berry have computed an adiabatic invariant, which tends to be

5The billiard in an ellipse has the particularity to possess two integrable limits. In the circle
limit λ = 1, u is a constant of motion, as we noted in the previous section. In the zero field limit
µ = ∞, the product of the angular momenta with respect to the foci is a constant, which can be
written L = C2(ϕ)(u2 − 1) + 1.



Figure 5: Structure of phase space in the (ϕ, u) plane for the ellipse. Image of the
line (ϕ = ϕ∗,−1 ≤ u ≤ 1) : (a) µ ≥ ρmax, (b) ρmin < µ < ρmax, (c) µ ≤ ρmin. Typical
phase portraits: (d) µ ≥ ρmax, (e) ρmin < µ < ρmax, (f) µ ≤ ρmin.



conserved if
∣∣∣κµ

√
1−u2

1+κµu

∣∣∣≪ 1:

K(s, u) =
µκ(s) + u(3 − 2u2)

(1 − u2)3/2
, (24)

and gives a very good approximation of the invariant curves for u → ±1. As it
turns out, in the strong field limit µκ ≪ 1, K tends to be conserved for all orbits,
so that this limit seems to be integrable. In the following, our aim is to delineate
the validity of these statements and make them more precise by using different
perturbative approaches.

5.2 Near the boundary

We recall that for Euclidean billiards, the existence of invariant curves and caustics
near the boundary was first demonstrated by Lazutkin [L], who had to assume
a high degree of differentiability. Douady [Do] reduced the required degree to 6.
On the other hand, Hubacher [H] proved that no caustics exist near a boundary
whose curvature is discontinuous, and Mather [Ma] found that if the curvature of
the boundary vanishes at one point, then invariant curves are totally absent.

We are now going to investigate the behaviour of the bouncing map of billiards
in non-zero magnetic field near their boundary, i.e. for small sin θ0. In this way, we
will be able to apply KAM theorems to show the existence of invariant curves. The
results are summarized in theorem 1 at the end of this section.

If we write z(s) = X(s) + iY (s), and zi = z(si), τi = τ(si), we have

z1 − z0 =
∫ s1

s0

eiτ(s)ds =
∫ τ1

τ0
ρ(τ)eiτdτ. (25)

Since the zi also belong to the arc of trajectory, which has tangent directions
τ0 + θ0 at z0 and τ1 − θ1 at z1 (see fig.2), we have

z1 − z0 =
µ

i

[
ei(τ1−θ1) − ei(τ0+θ0)

]
. (26)

Introducing A = e−iτ0(z1 − z0) and δ = τ1 − τ0 − θ1 + θ0, this can be rewritten

A− µe−iθ0
eiδ − 1

i
= −2µ sin θ0, (27)

which is equivalent to the system

ReA

sin θ0
− µ cos θ0

sin δ

sin θ0
+ µ(cos δ − 1) = −2µ

ImA

sin2 θ0
+ µ

sin δ

sin θ0
+ µ cos θ0

cos δ − 1

sin2 θ0
= 0. (28)

If the boundary is Ck, this is a system of Ck−1 equations in the variables s0, θ0, s1, θ1
that we would like to solve with respect to s1, θ1.



Writing s1 = s0 + sin θ0µσ and θ1 = θ0 + sin θ0µγ, we obtain for k ≥ 3

A = sin θ0µσ +
i

2
sin2 θ0µ

2σ2κ(s0) +O(µ3 sin3 θ0)

δ = sin θ0µ [κ(s0)σ − γ] +O(µ2 sin2 θ0). (29)

Replacing this in (28) finally leads to the system

σ − µ cos θ0 [κ(s0)σ − γ] +O(sin θ0) = −2

σ2κ(s0) + 2 [κ(s0)σ − γ] − µ cos θ0 [κ(s0)σ − γ]2 +O(sin θ0) = 0, (30)

which has the solution

σ(s0, θ0, µ) =
−2

1 − µ cos θ0κ(s0)
+O(sin θ0)

γ(s0, θ0, µ) = O(sin θ0). (31)

Since the Jacobian of (30) evaluated at this solution is −2 + O(sin θ0), the implicit
function theorem implies that for small sin θ0, the bouncing map is Ck−1 and has
the form

s1 = s0 −
2µ sin θ0

1 − µ cos θ0κ(s0)
+ o(sin θ0) (mod |∂Q|)

θ1 = θ0 + o(sin θ0). (32)

However, this formula is only valid if we are able to check two properties: firstly,
the approximation must be well defined, i.e. the denominator in the first equation
should not vanish. Secondly, the solution (31) has to be the “right” one, that is the
first intersection of the trajectory with the boundary, following the motion of the
particle. We have to distinguish between the following cases:

1. Near u = +1: Writing θ = π − η, (32) becomes

s1 = s0 −
2µ

1 + µκ(s0)
η0 + o(η0) (mod |∂Q|)

η1 = η0 + o(η0). (33)

Here the denominator can never vanish. Moreover, this solution corresponds
geometrically to a short skip of the particle backwards along the boundary, so
that it certainly describes the first encounter of the trajectory with ∂Q.

Note that this equation is well defined even when the curvature is allowed to
vanish. Only when µ = ∞, the first equation becomes s1 = s0− 2

κ(s0)
η0+o(η0),

and diverges when κ→ 0, which is coherent with Mather’s result.

The change of variables ϕ = s+µτ(s), r = 2µη is well defined and transforms
the map into

ϕ1 = ϕ0 − r0 + o(r0) (mod |∂Q| + 2πµ)

r1 = r0 + o(r0). (34)



2. Near u = −1: The map has the form

s1 = s0 −
2µ

1 − µκ(s0)
θ0 + o(θ0) (mod |∂Q|)

θ1 = θ0 + o(θ0). (35)

This time, we have to be careful with the denominator, which may vanish.
The approximation θ ≪ 1 is only valid in two cases:

(a) If µ ≥ ρmax(1 + ε), ε > 0, then in the variables ϕ = µτ(s) − s, r = 2µθ,
the map becomes

ϕ1 = ϕ0 + r0 + o(r0) (mod 2πµ− |∂Q|)
r1 = r0 + o(r0). (36)

We again got the right intersection, because the particle is skipping for-
ward along the boundary (fig.4d).

(b) If µ ≤ ρmin(1− ε), then in the variables ϕ = s−µτ(s), r = 2µθ, the map
reads

ϕ1 = ϕ0 − r0 + o(r0) (mod |∂Q| − 2πµ)

r1 = r0 + o(r0). (37)

This time, the particle is starting with a forward glancing velocity, but
reaches the boundary behind its starting point (fig.4f). It is not obvious
that there is not another intersection of the trajectory and the boundary
in between. Luckily, lemma 3 in appendix D shows that this cannot
happen, because any circle of radius µ < ρmin cuts ∂Q at two points at
most.

The maps (34), (36) and (37) can now be treated by KAM-type theorems ([Mo],
p.52 or [Do], p.III-8). In this way, we obtain the following result:

Theorem 1 Consider a magnetic billiard in a domain with Ck boundary, k ≥ 6,
such that 0 < ρmin ≤ ρ(s) ≤ ρmax ≤ ∞. Let ε ∈ IR∗

+ and assume that one of the
following is true

1. 0 < µ <∞, η = π − θ, L = |∂Q| + 2πµ, σ = −1;

2. ρmax(1 + ε) ≤ µ <∞, η = θ, L = 2πµ− |∂Q|, σ = +1;

3. 0 < µ ≤ ρmin(1 − ε), η = θ, L = |∂Q| − 2πµ, σ = −1.

Then, there exists ε1 > 0 (depending on µ and k) such that, if ω ∈ [0, ε1) and
satisfies the diophantine conditions

∣∣∣∣∣
ω

L
− p

q

∣∣∣∣∣ ≥ γq−ν (38)



for some γ, ν ∈ IR∗
+ and for any p

q
∈ Q, there is an invariant curve of the form

s = ξ + V (ξ)

η =
ω

2µ
+ U(ξ), (39)

where U, V ∈ C1, V (ξ +L) = V (ξ) + |∂Q| −L, U(ξ +L) = U(ξ). The induced map
on this curve has the form

ξ 7→ ξ + σω. (40)

This theorem confirms our observation that invariant curves exist in three cases:

1. Near u = +1, (θ = π), for all values of the magnetic field (see the upper parts
of fig.5d-f). They correspond to backward skipping trajectories, the curvature
of which is opposite to the curvature of the boundary.

2. Near u = −1, (θ = 0), in weak magnetic field (µ ≥ ρmax(1 + ε), see the lower
part of fig.5d). They correspond to forward skipping trajectories (fig.4d),
which are curved away from the boundary.

3. Near u = −1, (θ = 0), in strong magnetic field (µ ≤ ρmin(1− ε), see the lower
part of fig.5f). They correspond to backward skipping trajectories (fig.4f).

For intermediate values of the magnetic field, there seem to be no tori near u =
−1. Although we have a qualitative understanding of the origin of this phenomenon,
we are not able to prove the existence of a stochastic component of positive measure
in this region. This remains an open problem.

On the other hand, our theorem implies that magnetic billiards in smooth (i.e.
C6) convex domains can never be ergodic. Unlike in zero field, this remains true
even when the curvature of the boundary is allowed to vanish. In fact, equation
(33) suggests that invariant curves exist near u = +1 even when the boundary has
slightly concave parts, i.e. κ(s) ≥ −κ0, κ0 > 0, and for µ ≤ 1

κ0
− ε. In that case,

however, the tori near u = −1 do not necessarily survive. We will come back to that
point in section 6.2.

5.3 The strong field limit

The limit µ→ 0 is in some sense singular: indeed, for small µ, the distance between
successive collisions with the boundary is of order µ, so that one could get the
impression that the particle follows the boundary more and more slowly when µ
decreases, and sticks to the wall when µ = 0, violating the conservation of energy.
Of course, this is only an artificial effect, due to the fact that we use the bouncing
map instead of the flow to describe the dynamics. Indeed, the “time of flight”
between successive collisions is also of order µ (more precisely, it is equal to µψ,
where ψ is given in fig.2), so that during a given time interval, the particle hits the
boundary O(1/µ) times, traveling a finite distance.

Thus, we have to be careful when we apply perturbation theory. It is possible to
use (28) to analyze the limit µ→ 0. However, we give in appendix D an alternative



approach that we find more instructive. The idea is to show that although the map
is not twist, it can be described by generating functions, in fact two of them, with
suitable matching at χ = π/2. These functions are of the form G±(s0, s1, µ) =
±µg0(σ) + µ2g±1 (σ, s0, µ), where σ = s0−s1

µ
. Replacing this in (10), we see that σ

and u are “slow” variables which evolve on a much longer time scale than s. This
expresses the geometrical idea that for a short skip, the boundary is close to an arc
of circle, for which σ and u are constants. It is however necessary to use the variable
θ instead of u if we wish that the map be smooth at the boundaries of the phase
cylinder. Finally, we obtain the following result:

Proposition 3 Consider a magnetic billiard with a convex, Ck boundary, k ≥ 3.
For small enough µ, the bouncing map is Ck−1 and has the form:

s1 = s0 − 2µ sin θ0 + µ2 sin θ0 a(s0, θ0, µ) (mod |∂Q|),
θ1 = θ0 + µ2 sin2 θ0 b(s0, θ0, µ). (41)

The functions a ∈ Ck−2 and b ∈ Ck−3 are uniformly bounded for s ∈ IR, 0 ≤ θ ≤ π,
|∂Q|-periodic in s, and admit the expansions

a(s, θ, µ) =
k−3∑

i=0

ai(s, θ)µ
i +O(µk−2),

b(s, θ, µ) =
k−4∑

j=0

bj(s, θ)µ
j +O(µk−3) (k ≥ 4), (42)

where the first terms are

a0 = −2 cos θκ(s),

a1 = −2

3

[
(1 + 2 cos 2θ)κ(s)2 − sin 2θ κ′(s)

]
,

b0 =
2

3
κ′(s),

b1 =
4

3
cos θκ(s)κ′(s) − 2

3
sin θκ′′(s). (43)

Equation (41) shows that the bouncing map in strong magnetic field behaves
like a perturbed integrable map. To zeroth order in µ, it reduces to identity. To
first order in µ, it still has the integrable form θ1 = θ0, s1 = s0 + µΩ(θ0), where
Ω(θ) = −2 sin θ. However, in contrast with usual integrable systems, the frequency
Ω is multiplied with the small parameter µ. As for the factors sin θ occurring in
(41), they assure that the boundaries θ = 0, π are fixed.

The behaviour when µ → 0 can be understood in the following way: fix some
positive µ0 and define s = µ0ϕ, ã(ϕ, θ, µ) = a(µ0ϕ, θ, µ), b̃(ϕ, θ, µ) = b(µ0ϕ, θ, µ).
Consider the 2-parameter family of maps Tµ0,µ:

ϕ1 = ϕ0 − 2 sin θ0 + µ sin θ0 ã(ϕ0, θ0, µ) (mod
|∂Q|
µ0

),

θ1 = θ0 + µ2 sin2 θ0 b̃(ϕ0, θ0, µ). (44)



The map Tµ0,0 is integrable, θ being a constant of motion, and it takes about

n(θ) = |∂Q|
2µ0 sin θ

iterations for ϕ to turn once around phase space. Tµ0,µ0
is equivalent

to (41), and one can expect that when µ0 is small, some features of the integrable
map remain, in particular the particle completes one turn after roughly n(θ) bounces.
Using (77) and (41), we obtain that ψ = 2χ = 2π − 2θ0 + O(µ), so that the time
necessary for one revolution is of order t ∼ n(θ)µ0ψ ∼ |∂Q| π−θ

sin θ
, which does not

depend on µ to lowest order. Note an important difference between the skipping
regimes u ∼ +1 and u ∼ −1: in the first case, t ∼ |∂Q|, whereas in the second
case t ∼ |∂Q| π

θ
diverges when u → −1. The variation of θ during t is of order

n(θ)(θ1 − θ0) ∼ µ0 sin θ, which shows that our approximation is consistent, since θ
is an adiabatic invariant on the time scale t.

We have the choice between two different perturbative techniques to make these
observations mathematically precise. If we exclude some neighborhood of θ = π

2
,

where the frequency Ω(θ) = −2 sin θ has a vanishing derivative, we can apply Moser’s
theorem ([Mo], p.52): if the boundary is Ck, k ≥ 6, then there exist invariant curves
for every frequency satisfying some diophantine condition6. In this way however, we
cannot describe trajectories starting with a very small tangential velocity (θ ∼ π

2
).

In order to do this, we will apply another technique to study (41), coming from
adiabatic theory. We will prove in section 7 the following theorem on a class of
maps of the annulus:

Theorem 2 (An adiabatic theorem for maps)
Let the map T : (ϕ0, I0, µ) 7→ (ϕ1, I1),

ϕ1 = ϕ0 + µc(I0) [Ω(I0, µ) + µα(ϕ0, I0, µ)]

I1 = I0 + µ2c(I0)
2β(ϕ0, I0, µ), (45)

be defined on the set E = {(ϕ, I, µ) | ϕ ∈ IR, 0 ≤ I ≤ 1, 0 ≤ µ ≤ µ∗}. Assume that
α and β are periodic functions of ϕ with period 1, c(0) = c(1) = 0, and Ω(I, 0) =
Ω0 6= 0.

Then, there exists a change of variables (ϕ, I) 7→ (ψ = ϕ + µf(ϕ, I, µ), J =
I + µc(I)g(ϕ, I, µ)), preserving the square [0, 1] × [0, 1], where f and g are periodic
with period 1 in ϕ, such that

1. If T is analytic in a complex neighborhood of E, then

ψ1 = ψ0 + µc(J0)
[
Ω̄(J0, µ) + e−1/Cµᾱ(ψ0, J0, µ)

]

J1 = J0 + µ2c(J0)
2
[
Θ(J0, µ) + e−1/Cµβ̄(ψ0, J0, µ)

]
. (46)

2. If moreover T preserves the measure c(I)ρ(ϕ, I, µ)dϕdI, where ρ(ϕ, I, 0) = 1,
then

J1 = J0 + e−1/Cµc(J0)
2β̄(ψ0, J0, µ). (47)

3. If α, β and Ω are Ck and c is Ck+1 in E, then

ψ1 = ψ0 + µc(J0)
[
Ω̄(J0, µ) + µk+1ᾱ(ψ0, J0, µ)

]

J1 = J0 + µ2c(J0)
2
[
Θ(J0, µ) + µkβ̄(ψ0, J0, µ)

]
, (48)

6One advantage of Moser’s theorem is that the map need not preserve an annulus.



respectively
J1 = J0 + µk+2c(J0)

2β̄(ψ0, J0, µ) (49)

if T preserves the measure c(I)ρ(ϕ, I, µ)dϕdI.

Equation (45) describes a map from the annulus 0 ≤ I ≤ 1 into itself (the
choice of 0, 1, is arbitrary and can be changed by scaling). Indeed, the factor c(I),
which vanishes at I = 0, 1, assures that the boundaries of the annulus are fixed,
and for small enough µ, the interior of the annulus is invariant. In (45), the terms
containing the phase ϕ, which make the map non-integrable, are of order µ2. The
theorem states that a suitable change of variables decreases this order to µk+2 if the
map is Ck, and to the exponentially small order e−1/Cµ if the map is analytic.

The method of the proof is similar to that used by Nehoroshev and Neishtadt
(see [A2], p.163 and references therein) in the case of differential equations. The
basic idea is to make successive changes of variables that each decrease by one unit
the order of the terms containing the phase ϕ. If the map is Ck, one can repeat
this procedure k times. If it is analytic, divergence prevents us from applying the
procedure infinitely often, but it is possible to do it a large number of times, of order
1
µ
, so that the terms containing the phase become exponentially small.

We can now apply the theorem to the bouncing map (41) of billiards in strong
magnetic field, where c(θ) = sin θ. Because of proposition 1, the map preserves the
measure sin θdsdθ, and can thus be transformed into the form (47) or (49). If we
write Ji = J(si, θi), we obtain

Corollary Consider a magnetic billiard in a convex domain. If the boundary is
Ck, k ≥ 3, then there exists a function J (k)(s, θ) such that J

(k)
1 = J

(k)
0 + O(µk−1).

If the boundary is analytic (in the sense that κ(s) can be analytically continued to
a complex neighborhood of the real axis), then there exists a function J(s, θ) such
that J1 = J0 + O(e−1/Cµ). In any case, this function can be written in the form
J = θ + µ sin θg(s, θ, µ).

If the boundary is Ck, k ≥ 3, this result implies that after n bounces, we have
Jn = J0 +nO(µk−1), and hence if n = O(µ2−k), Jn = J0 +O(µ). In other words, the
quantity J is a “quasi-invariant” or “adiabatic invariant” which varies of an amount
of order µ for O(µ2−k) bounces, i.e. during a time of order µ3−k. In the analytic case,
J varies on a time scale growing exponentially with the magnetic field. In contrast
with KAM theorems, which show the existence of exact invariants for some initial
conditions, the adiabatic theorem shows the existence of approximate invariants for
all initial conditions.

In fact, the theorem not only shows the existence of quasi-invariants, it also
enables us to compute them up to the first orders. For example, after 2 changes of
variables (given by (52), (53) and (54)), we obtain

J (5)(s, θ, µ) = θ + µ sin θ
[
1

3
κ(s) +

2

9
µ cos θκ(s)2

]
. (50)

To zeroth order in µ, we recover that J (3) = θ is an adiabatic invariant on a time



Figure 6: Adiabatic invariant in the strong field limit: (a) some orbits of the billiard
in an ellipse for µ = 0.3, λ = 1.5 (i.e. ρmin = 2

3
), (b) level lines of the adiabatic

invariant (50), which are given by θ = J − µ sin J
[

1
3
κ(s) + 1

9
µ cosJκ(s)2

]
+O(µ3).

scale of order 1. To first order in µ, J (4) corresponds to the invariant (24) of [RB]7,
which is valid for a time of order µ−1. As shown in figure 6, the orbits are very close
to the level lines of J (5), even when µ is of the same order as ρmin. The dynamics on
the quasi-invariant curve J(s, θ) = J0 is approximated by ψ1 = ψ0 +µc(J0)Ω̄(J0, µ).

In section 6.2, we will say a word on adiabatic invariants for billiards in non-
convex boundaries. Quasi-invariants can also be used to study billiards with piece-
wise smooth boundaries. As long as the particle hits the same smooth piece of the
boundary, the corresponding quasi-invariant changes slowly, so that one can estimate
the outcoming velocity. However, as soon as the particle passes from one smooth
piece to another one, a jump of the value of J occurs. This is particularly clear in
the stadium, where J = θ is even an exact invariant on each straight line and arc of
circle. The jumps of θ occurring at the junction points allow the particle to explore a
large fraction of phase space (see also [Ro]). Thus, billiards in insufficiently smooth,
convex domains do not become integrable in the strong field limit (as suggested in
[MBG]).

6 More chaotic billiards

6.1 The billiard in a square

Billiards in convex polygonal domains, in the presence of a magnetic field, can
be expected to show a chaotic tendency, because we will always be in the regime
0 = ρmin < µ < ρmax = ∞.

We have concentrated our study to the case of a square of side length 1. This
billiard is integrable in zero field, where every periodic orbit is parabolic. In fact,

7Namely, K = f(J (4)) + O(µ2), where f(J) = − cosJ(1 + 2 sin2 J) sin−3 J .
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d e f

Figure 7: Periodic trajectories in a square.Trajectories of period 4: (a) type I,
(b) type II, (c) type III, (d) asymmetric trajectory at µ = 0.502, bifurcating with
type I at µ = 1

2
. (e) Trajectory of period 12 which bifurcates with type I when

µ =
√

5
2

. (f) Stable symmetric trajectory of period 4k, k = 2 for µ = 1
4
.

the periodic orbits occur in families, which can be indexed by the slope of the
trajectory, and whose members can be indexed by the arclength of any collision
with the boundary.

In low magnetic field, only isolated orbits subsist, some of which are hyperbolic,
and some elliptic (fig.8a)8. When the field increases, most of the latter vanish or get
unstable, and structure of phase space is dominated by symmetric period-4 orbits
(fig.7a-c): type I exists for µ ≥ 1√

8
, type II for µ > 1

2
, and type III for 1√

8
≤ µ < 1

2
.

Using (7), we find that type II and III orbits are hyperbolic, except for µ = 1√
8
,

where type III and type I undergo saddle-node bifurcation. For type I orbits, we
find that the stability matrix satisfies

1

2
TrS4 = 8t4 − 8t2 + 1, t =

1

2
TrS1 =

1 −√
8µ2 − 1

1 +
√

8µ2 − 1
, (51)

so that these are elliptic, except for µ = 1√
8

(saddle-node bifurcation), µ = 1
2

(bi-

furcation with 4 elliptic and 4 hyperbolic asymmetric orbits of period 4, fig.7d, 8b),

and µ =
√

3

2
√

3±2
√

2
(no bifurcation).

An interesting resonance phenomenon occurs when µ =
√

5
2

. S4 is then a cubic
root of 1l, and type I orbit becomes unstable because of a “squeeze effect” bifur-

8The first correction to the zero-field generating function goes like the magnetic flux through
the trajectory, i.e. the signed area enclosed by the trajectory. For orbits whose period is a multiple
of 4, it can be seen that this area varies quadratically with the arclength indexing the orbit.



Figure 8: Phase portraits of the billiard in a square. (a) µ = 30, (b) µ = 0.502,

(c) µ = 1
4
. “Squeeze effect” bifurcation around µ =

√
5

2
= 1.118 . . .: (d) µ = 1.25,

(e) µ = 1.118, (f) µ = 1.

cation ([A1], p.392) with a hyperbolic orbit of period 12 (fig.7e, 8d-f)9. Numerical
simulations show no other stable periodic orbits in this case, leading us to the con-
jecture that the billiard in a square is ergodic for this particular value of µ. Figure
9 illustrates this phenomenon by showing a numerical estimate of the size of regular
components of phase space, which vanishes for µ =

√
5

2
≃ 1.118 . . ..

There are no orbits of period 4 when µ < 1√
8
. However, stable orbits of higher

period exist for arbitrarily high values of the magnetic field. Figure 7f shows a
symmetric trajectory of period 8, doing 2 bounces on each side of the square. We
can construct similar trajectories of period 4k, k ≥ 1, reflected k times on each
side. Detailed calculations (see appendix E) show that such orbits are stable for
almost all µ in some interval containing 1

2k
, but these intervals do not overlap when

k > 2, leading us to the assumption that mixed and ergodic behaviour alternate for
decreasing µ.

6.2 Boundaries with negative curvature

In Sinai billiards, whose boundaries have negative curvature, it is known that all
periodic orbits are unstable in zero field (as is suggested by the fact that Tr(DT ) ≤
−2 if we put χ = 0 in (7)). This is no longer true in non-zero field, because the
curved trajectories, although locally dispersed, may converge again.

9The same kind of bifurcation affects the small diametral orbit in the ellipse when λ = 2,
∀µ > 1.
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Figure 9: Numerically estimated proportion of regular component in phase space
for the billiard in a square, as a function of µ. Actually, we show the relative area
of phase space not occupied by one chaotic orbit, with a precision of 4 · 10−6.

Let us first consider billiards outside smooth convex boundaries with extremal
radii of curvature ρmin and ρmax. If we fix a trajectory of the outside billiard, and
complete every arc of trajectory to a full circle, we obtain its “dual trajectory” as
the set of all complementary arcs. If the dual trajectory never crosses the boundary,
then it corresponds to a real trajectory of the inside billiard, since the law of specular
reflection is satisfied by construction. A sufficient condition for this to be true is
that any circle of radius µ can intersect the boundary at most twice. In this section,
let us call this the “µ-intersection property”. This property is actually granted in
two cases: in strong field µ ≤ ρmin (as we prove in lemma 3 of appendix D), and
in weak field µ ≥ ρmax (as can be proven in a similar way). In these cases, to any
orbit (. . . (s−1, u−1), (s0, u0), (s1, u1) . . .) of the outside billiard, corresponds the orbit
(. . . (−s1,−u1), (−s0,−u0), (−s−1,−u−1) . . .) of the inside billiard, and reciprocally.
Thus, the billiards inside and outside the boundary are perfectly equivalent, so that
we can apply our results of section 5 on existence of invariant curves and adiabatic
invariants (theorem 1, proposition 3 and the corollary of theorem 2). In particular,



a b

Figure 10: The billiard outside two circles: (a) chaotic trajectory, (b) one of the few
stable trajectories.

the billiard outside a circle is integrable.
For intermediate values of the magnetic field (ρmin < µ < ρmax), the dual of

any outside trajectory will not necessarily be an inside trajectory. However, the
equivalence is true for some special trajectories, namely those which are sufficiently
close to u = +1 for the inside billiard (and remain so because of theorem 1).

Consequently, we predict that if we compare the phase portraits of the billiards
inside and outside a given smooth convex curve, they will be the same (up to an
inversion) for µ ≤ ρmin and µ ≥ ρmax. When ρmin < µ < ρmax, the region u ∼ 1 of
the interior portrait will be the same as the region u ∼ −1 of the exterior portrait,
but other parts of them will be different.

Let us consider next the case where the boundary ∂Q has both convex and
concave parts, but a bounded curvature: |κ(s)| ≤ κ0 = 1

ρmin
∀s. We can argue by the

means of geometrical properties that such a billiard must possess invariant tori and
adiabatic invariants in sufficiently strong magnetic field, if ∂Q is smooth enough. It
should be clear that the interior of the domain has to be connected, since otherwise
we would have several independent billiards. We can thus define r∗ such that the
µ-intersection property is satisfied for µ ≤ r∗ 10. This radius has to be positive but
can be arbitrarily small (consider billiards shaped like sand-glasses or peanuts).

In section 5.2, we already mentioned that the expression (33) of the bouncing
map near θ = π can still be valid if µ < ρmin(1 − ε), namely if θ is sufficiently
close to π that the trajectory remains within a distance 2r∗ of the boundary. Thus,
invariant curves still exist near θ = π. Furthermore, we note that the only point in
the proof of proposition 3 where we use the convexity of the boundary is to show

10Note that the bouncing map is continuous iff the µ-intersection property is satisfied. Indeed,
discontinuities by tangency exist iff one can construct a Larmor circle tangent to the boundary,
and intersecting it at two other points



the µ-intersection property. This is actually satisfied for µ ≤ r∗, so that we conclude
that proposition 3 and its consequences on adiabatic invariants remain true in the
present case, for sufficiently small µ.

Finally, we also studied the billiard outside 2 circles of radius 1, centered at
(0,±λ) (fig.10). If λ > 1, it is important to note that M1 defined in section 2
is not the only integrable component of phase space. Indeed, trajectories with
u > u∗ = min

{
1, 2λ− 1 − 2λ(λ−1)

µ

}
always touch the same circle, so that u is a

constant of motion. In particular, when µ < λ− 1, the billiard is integrable. When
µ > λ − 1, the map is discontinuous whenever trajectories become tangent to the
boundary, and numerical simulations show that the component of phase space u < u∗

is almost filled with a stochastic sea with positive Liapunov exponents. However, one
can find stable periodic orbits for particular values of the parameters (see appendix
F), so that the billiard is not always ergodic.

7 Proof of the adiabatic theorem for maps

7.1 Construction of the change of variables

The change of variables is constructed as the composition of several elementary
substitutions, that each increase by one the order of the terms containing the phase.
The number of these substitutions is k if the map is Ck and of order [1/µ] if the
map is analytic.

We assume by induction that after N steps, the map reads

ϕ1 = ϕ0 + µc(I0)
[
ΩN (I0, µ) + µN+1αN(ϕ0, I0, µ)

]

I1 = I0 + µc(I0)
2
[
µΘN(I0, µ) + µN+1βN (ϕ0, I0, µ)

]
, (52)

where we write (ϕ, I) = (ϕ(N), I(N)) for brevity, and ΩN (I, µ) = Ω0 +µΩ̄N (I, µ). We
can assume that < αN >=< βN >= 0, where < F >=

∫ 1
0 Fdϕ denotes the average

of F .
The change of variables (ϕ, I) 7→ (ψ, J) = (ϕ(N+1), I(N+1)) is defined by

ψ = ϕ+ µN+1f(ϕ, I, µ)

J = I + µN+1c(I)g(ϕ, I, µ), (53)

where

g(ϕ, I, µ) =
∫ ϕ

0
− 1

Ω0

βN(ϕ′, I, µ)dϕ′,

g0(ϕ, I, µ) = g(ϕ, I, µ)− < g > (I, µ),

f(ϕ, I, µ) =
∫ ϕ

0

[
c′(I)g0(ϕ

′, I, µ) − 1

Ω0
αN (ϕ′, I, µ)

]
dϕ′. (54)

We will use the following properties:

1. If F (ϕ) ∈ C1, then
∫ ϕ1

ϕ0

F (ϕ)dϕ = µc(I0) [ΩN (I0, µ)F (ϕ0) + µr1(ϕ0, I0, µ)]

= µc(I0) [Ω0F (ϕ0) + µr2(ϕ0, I0, µ)] . (55)



Indeed, carrying out the change of variables ϕ = ϕ0 + µc(I0)x, one obtains

∫ ϕ1

ϕ0

F (ϕ)dϕ = µc(I0)

[∫ ΩN

0
F (ϕ0)dx+ µc(I0)

∫ ΩN

0
F ′xdx+

∫ ΩN+µN+1αN

ΩN

Fdx

]
.

2. If F (I) ∈ C1, then

F (I0) = F (J0) + µN+1c(I0)r3(ϕ0, I0, µ), (56)

where r3 = −g(ϕ0, I0, µ)F ′(I). In particular, c(I0) = c(J0)R0(ϕ0, I0, µ), where

R0 =
[
1 − µN+1gc′

]−1
.

Substituting (52) in (53), we get

J1 − J0 = µN+1 [c(I1)g(ϕ1, I1, µ) − c(I0)g(ϕ0, I0, µ)] +

+µ2c(I0)
2
[
ΘN(I0, µ) + µNβN(ϕ0, I0, µ)

]
. (57)

Now, using the above properties, we obtain

c(I1)g(ϕ1, I1, µ) − c(I0)g(ϕ1, I0, µ) = (I1 − I0)∂I [c(I)g(ϕ1, I, µ)]

= µ2c(I0)
2R1(ϕ0, I0, µ),

c(I0)g(ϕ1, I0, µ) − c(I0)g(ϕ0, I0, µ) = − 1

Ω0
c(I0)

∫ ϕ1

ϕ0

βN(ϕ, I0, µ)dϕ

= −µc(I0)2βN(ϕ0, I0, µ) +

+µ2c(I0)
2R2(ϕ0, I0, µ),

c(I0)ΘN(I0, µ) − c(J0)ΘN(J0, µ) = µN+1c(I0)R3(ϕ0, I0, µ),

c(I0) − c(J0) = µN+1c(I0)r4(ϕ0, I0, µ). (58)

Replacing this in (57), we finally get

J1 = J0 + µ2c(J0)
2ΘN(J0, µ) + µN+3c(J0)

2β̃N+1(ϕ0, I0, µ), (59)

where β̃N+1 = R2
0(R1 +R2 +R3) +R0R4 and R4 = ΘNr4. The final step is to write

β̃N+1(ϕ0, I0, µ) = β̂N+1(ψ0, J0, µ), which can be done for small enough µ, as we shall
check later, and ΘN+1 = ΘN + µN+1 < β̂N+1 >, βN+1 = β̂N+1− < β̂N+1 >.

Proceeding in a similar way for ψ, we obtain

ψ1 − ψ0 = µc(I0)ΩN (I0, µ)
[
1 + µN+1c′(I0)g0(ϕ0, I0, µ)

]
+ µN+3c(I0)R5

c(I0)ΩN(I0, µ) = c(J0)ΩN (J0, µ) + µN+1c(I0) [−ΩN (I0, µ)c′(I0)g(ϕ0, I0, µ) + µR6]

c(I0)c
′(I0)ΩN(I0, µ) < g > (I0, µ) = c(J0)c

′(J0)ΩN (J0, µ) < g > (J0, µ) − µc(I0)R7,

so that
ψ1 = ψ0 + µc(J0)Ω̂N(J0, µ) + µN+3c(J0)α̃N+1(ϕ0, I0, µ). (60)

where α̃N+1 = R0(R5 + R6 + R7) and Ω̂N = ΩN (1 − µN+1c′ < g >). Finally, we
proceed in the same way as for β in order to define ΩN+1, αN+1.



7.2 Bounds and domains of analyticity

In the case where the map is analytic, we define

Γ(D) = {(ϕ, I) | |Imϕ| , |ImI| < D,−D < ReI < 1 +D} . (61)

We assume that for (ϕ, I) ∈ Γ(DN) and |µ| < µ0, (52) is analytic and satisfies the

bounds |αN | , |βN | ≤ MN ,
∣∣∣Ω̄N

∣∣∣ , |ΘN | ≤ WN . We introduce numbers D′′
N < D′

N <

DN , such that (ϕ0, I0) ∈ Γ(D′′
N) implies (ϕ1, I1), (ψ0, J0) ∈ Γ(D′

N). Thus, D′′
N has

to satisfy the condition

D′′
N ≤ D′

N − k0 max
{
µ0 + µ2

0WN + µN+2
0 MN , µ

N+1
0 MN

}
. (62)

From now on, the numbers ki, λi, ci will designate constants which are uniform
in N and µ. Using Cauchy’s inequality to bound the derivatives appearing in the
expressions of the Ri, we obtain that for (ϕ0, I0) ∈ Γ(D′′

N), |Ri| ≤ Ki, where

K0 =
1

1 − µN+1
0 λ0MN

K1 = λ1

[
WN + µN

0 MN

] MN

DN −D′
N

K2 = λ2

[
WN + µN

0 MN +
1

DN −D′
N

]
MN

K3 = λ3
MNWN

DN −D′
N

K4 = λ4MNWN

K5 = λ5

[
WN + µN

0 MN

DN −D′
N

+ µN
0 MN +

1 + µ0WN

DN −D′
N

]
MN

K6 = λ6

[
1 + µN

0 MN

] MNWN

DN −D′
N

K7 = λ7µ
N
0 MN

MNWN

DN −D′
N

, (63)

and the new bounds have to satisfy

MN+1 ≥ c1 max

{
K2

0

3∑

i=1

Ki +K0K4, K0

7∑

i=5

Ki

}

WN+1 ≥ WN + c2µ
N+1
0 (WNMN +MN+1). (64)

Finally, we have to consider the effect of the change of variables on the domain
of analyticity.

Lemma 1 If F (ϕ, I, µ) is analytic for (ϕ, I) ∈ Γ(D), then F̄ (ψ, J, µ) = F (ϕ, I, µ)
is analytic for (ψ, J) ∈ Γ(D − 4c0µ

N+1
0 MN ).

Proof: Write x = (ϕ, I), y = (ψ, J). From (53), we have y = x + G(x), with
|Gi(x)| ≤ c0µ

N+1
0 MN . If Φ(x, y) = x + G(x) − y and |∂iGj | ≤ ε, then det(∂xΦ) ≥

1−2ε−2ε2. If y ∈ Γ(D−4c0µ
N+1
0 MN ), then x ∈ Γ(D−3c0µ

N+1
0 MN ), and Cauchy’s



inequality implies ε < 1/3, so that det(∂xΦ) > 0. The implicit function theorem
implies that we can write x = ξ(y) where ξ is analytic, and so is F̄ (y, µ) = F (ξ(y), µ).

⊓⊔
Hence, we must take

DN+1 ≤ D′′
N − 4c0µ

N+1
0 MN . (65)

7.3 Evolution of the bounds with N

We now choose domains of the form DN = D0 − Ndµ0, D
′
N = DN − d′µ0, d

′ < d.
We wish to show by induction that for a suitable choice of d and d′ and µ0 small
enough,

MN =
M0

(2µ0)N
, (66)

WN = W0 + c3

(
1 − 1

2N

)
. (67)

Replacing this in (63), we get K0 ≤ [1 − µ0λ0M0]
−1 ≤ 2 if µ0 ≤ [2λ0M0]

−1, and
Ki ≤ kiMN/d

′µ0, i = 1 . . . 7. Thus, we can take

MN+1 = c1m
MN

d′µ0
=
MN

2µ0
(68)

where d′ = 2c1m and m = max
{
4
∑3

i=1 ki + 2k4, 2
∑7

i=5 ki

}
.

To prove (67), we take c3 = W0 +c2M0, W = W0 +c3 and µ0 ≤W0

[
2c2M0W

]−1
,

so that

c2µ
N+1
0 (WNMN +MN+1) ≤

c2M0

2N

[
µ0W +

1

2

]
≤ 1

2N

[
W0

2
+
c2M0

2

]
=

c3
2N+1

.

Finally, it is easy to check that the conditions (62) and (65) are satisfied if we

take d = d′ + 4c0M0 + k0 max
{
1 + µ∗(W +M0),M0

}
.

The last step in order to prove (46) is to take

N = N(µ0) =

[
D0

dµ0

]
. (69)

In this way, WN(µ0) is bounded, DN(µ0) is still positive so that Γ(MN(µ0)) is not
empty, and the terms containing the phase are bounded by

µ
N(µ0)
0 MN(µ0) =

M0

2N(µ0)
= M0e

− ln 2[D0/dµ0] = M0e
−1/Cµ0 . (70)

Finally, we also see that the terms defining the successive changes of variables,
i.e. µN+1

0 fN , where fN ∼ MN , add up to a geometrical series converging towards a
term of order µ0.



7.4 Conservative case

It is easy to check that if (45) preserves the measure c(I)ρ(ϕ, I, µ)dϕdI, ρ(ϕ, I, 0) =
1, then (52) preserves the measure c(I)ρN (ϕ, I, µ)dϕdI, ρN(ϕ, I, 0) = 1. As long as
(52) is C1 and c ∈ C2, we can apply the

Lemma 2 If (52) preserves the measure c(I)ρdϕdI, then ΘN(I0, µ) = O(µN+1)
and ∂ϕρ = O(µN+1).

Proof: We assume by induction that ΘNc(I) = µpΘN and ρ(ϕ, I, µ) = ρ0(I, µ)+
µp+1ρ1(ϕ, I, µ), which is clearly true for p = 0. We have

c(I1)ρ(ϕ1, I1, µ)

c(I0)ρ(ϕ0, I0, µ)
= det

(
1 + µN+2c(I0)∂ϕαN O(µ)

O(µN+2) 1 + µp+2∂I(cΘN) + µN+2∂I(c
2βN)

)

= 1 + µp+2∂I

[
c(I0)ΘN(I0, 0)

]
+ µN+2

(
c∂ϕαN + ∂I

[
c2βN

])
+

+O(µp+3) +O(µN+3). (71)

On the other hand, making expansions, we obtain

c(I1)ρ(ϕ1, I1, µ)

c(I0)ρ(ϕ0, I0, µ)
= 1 + µp+2

[
c(I0)Ω0∂ϕρ1(ϕ0, I0, 0) + c′(I0)ΘN(I0, 0)

]
+

+µN+2c(I0)c
′(I0)βN(ϕ0, I0, 0) +O(µp+3) +O(µN+3). (72)

Comparing (71) and (72), we obtain for p < N

Ω0∂ϕρ1(ϕ0, I0, 0) = ∂IΘN(I0, 0). (73)

The left-hand side is a periodic function of ϕ with average 0. Hence, the right-
hand side must vanish. This implies ∂ϕρ1 = 0 and ΘN = const. But this constant
must be zero since ΘN is divisible by c(I). This proves p = N by induction. For
p = N , one obtains again that ∂IΘN is a periodic function of ϕ with average 0,
which proves the lemma. ⊓⊔

In the Ck case, we first do k − 1 changes of variables, so that the map takes the
form (52) with N = k − 1 and is C1. Then we can apply the above lemma, and
finally we do the change of variables (53) with N = k, which proves (49).

In the analytic case, after N(µ0) changes of variables, the lemma implies that
we can write ΘN(I, µ) = µNΘ̂N(I, µ), and Cauchy’s inequality gives

∣∣∣Θ̂N (I, µ)
∣∣∣ ≤ W

(µ0 − |µ|)N
. (74)

For µ1 = µ0/3, we have

∣∣∣µN
1 Θ̂N

∣∣∣ ≤ W

2N
,
∣∣∣µN

1 βN

∣∣∣ ≤ M0

6N
, (75)

which proves (47). ⊓⊔



8 Conclusion

In this work on classical billiards in plane domains, we found that some properties
of bouncing maps, which are known in the Euclidean case, can be generalized to
the situation where a magnetic field is applied perpendicularly to the plane. Exact
expressions for the Jacobian matrix and a generating function help to find peri-
odic orbits, analyze their stability and compute bifurcation values. Perturbative
calculations are improved.

Some aspects of the behaviour of billiards in convex domains are well understood:
if the boundary is sufficiently smooth, existence of whispering gallery modes prevents
ergodicity, and when the magnetic field B goes to infinity, the bouncing map behaves
like a perturbed integrable map. We were able to construct quasi-invariants, which
are conserved for a time of order Bk−3 if the boundary is Ck, and of order eB when
the boundary is analytic. Some of these properties remain valid for a more general
class of billiards, the boundary of which is not convex, but has a bounded curvature.

Chaotic behaviour seems to be created by two different mechanisms: non-linearity
(responsible for instance of chaotic components near separatrices) and singularities
(due to non-smooth boundaries or discontinuities by tangency). Non-linearity alone
is not sufficient to make a magnetic billiard ergodic, since we showed that there
always exist invariant curves if the boundary is C6 and tangencies are impossible.
This implies in particular that billiards with boundaries of negative curvature are
not necessarily very chaotic. In any case where the billiard is of the mixed type,
the really challenging open problem remains to prove the existence of a chaotic
component of positive measure.

Finally, we discussed two examples of billiards fulfilling necessary conditions for
ergodicity (i.e. their bouncing maps have singularities). Our study of symmetric
periodic orbits in the square lead us to the conjecture that ergodic and mixed dy-
namics alternate when the magnetic field increases. However, only the first value of
supposed ergodicity, µ =

√
5

2
, lies in the region µ > 1

2
, where no trivially integrable

component of phase space exists. The scattering billiard outside two circles shows
strongly chaotic dynamics, but still possesses elliptic orbits for some values of the
parameters.
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A Proof of proposition 1

We consider the arc of trajectory in figure 2. If

α = arg [(X(s1) −X(s0)) + i (Y (s1) − Y (s0))] (76)



is the angle between the x-axis and P0P1, then we have

θ0 = α− τ0 − χ,

θ1 = τ1 − α− χ. (77)

Now, using (6) and ℓ2 = (X(s1) −X(s0))
2 + (Y (s1) − Y (s0))

2, we find

∂α

∂s0
=

1

ℓ2
[(Y (s1) − Y (s0))X

′(s0) − (X(s1) −X(s0)) Y
′(s0)]

=
sinα cos τ0 − cosα sin τ0

ℓ
=

sin(θ0 + χ)

ℓ
,

∂τ0
∂s0

= κ(s0) = κ0,

∂χ

∂s0
=

1

cosχ

1

2µ

∂ℓ

∂s0
= −cos(θ0 + χ)

2µ cosχ
= −cos(θ0 + χ) sinχ

ℓ cosχ
, (78)

where the last equality comes from the zero-field generating property of ℓ:

∂ℓ

∂s0

=
1

ℓ
[−X ′(s0) (X(s1) −X(s0)) − Y ′(s0) (Y (s1) − Y (s0))]

= − cosα cos τ0 − sinα sin τ0 = − cos(θ0 + χ). (79)

Collecting terms, we get

∂θ0
∂s0

=
sin(θ0 + 2χ)

ℓ cosχ
− κ0,

∂θ1
∂s0

= − sin θ0
ℓ cosχ

. (80)

Similarly, we find

∂θ0
∂s1

=
sin θ1
ℓ cosχ

,
∂θ1
∂s1

= −sin(θ1 + 2χ)

ℓ cosχ
+ κ1. (81)

These quantities give dθ0 and dθ1 in function of ds0 and ds1. Solving a linear
system, we can express ds1 and dθ1 as functions of ds0 and dθ0. Finally, using
du = sin θdθ, we obtain the equations (7). ⊓⊔

B Proof of proposition 2

Taking the derivative of (14) and using (6), we get

∂Bµ

∂ℓ
=

√

1 − ℓ2

4µ2
= cosχ. (82)

From simple geometry, we obtain

∂A

∂s0
= −1

2
ℓ sin(θ0 + χ), (83)

so that the derivative of (13) is

∂G

∂s0
=

1

µ

∂A

∂s0
+
∂Bµ

∂ℓ

∂ℓ

∂s0
= − sinχ sin(θ0 + χ) − cosχ cos(θ0 + χ) = u0, (84)

where we have used (79) and (6) again. We proceed in a similar way for s1. ⊓⊔



Figure 11: Behaviour near u = −1 of the billiard in an ellipse when ρmin < µ < ρmax

(µ = 1, λ = 2): (a) chaotic orbit near u = −1, (b) the preimages Dn, n = 1 . . . 15 of
the line u = −1.

C Discontinuities of the map due to tangencies

The bouncing map is discontinuous either in the corners of the boundary (s ∈ E1),
or if the trajectory becomes tangent to the boundary. As can be seen in fig.4b,
such a tangency means that there are two arbitrarily close initial conditions z1, z2
such that Tz2 is far away from Tz1 but close to T 2z1. Then there exists a point z∗

between z1 and z2 such that Tz∗ = (s∗,−1) (or (s∗,+1) if ∂Q is not convex).
Let C = [0, |∂Q|) × {−1,+1}. It can be written as the union of 3 disjoint sets:

• the set C0 of z ∈ C such that T−1z does not exist;

• the set C1 of z ∈ C such that T−1z ∈ C;

• the set C2 of z ∈ C such that T−1z 6∈ C.

The set D of lines of discontinuity of T is T−1C2.
To construct the sets Ci, we first look for circles of radius µ which are inscribed

in Q, i.e. circles contained in Q and tangent to ∂Q at two points or more. Let Ê
be the set of abscissas ŝi of these contact points. Let Ẽ be set of abscissas s̃j such
that |ρ(s̃j)| = µ. Then C0, C1 and C2 are delimited by points with abscissa in Ê, Ẽ
and E2 (see [RB] for a more geometric interpretation of these sets).

We illustrate this construction in the case of an elliptic boundary (15), using ϕ
instead of s. Here we take C = [0, |∂Q|) × {−1}. Inscribed circles exist if ρmin =
λ−1 < µ ≤ 1, and their contact points are solutions of

sin2 ϕ̂i =
(λµ)2 − 1

λ2 − 1
. (85)



If ρmin = λ−1 < µ ≤ ρmax = λ2, there are points ϕ̃j, given by

sin2 ϕ̃j =
(λµ)2/3 − 1

λ2 − 1
. (86)

If they exist, the solutions can be ordered 0 ≤ ϕ̃1 ≤ ϕ̂1 ≤ ϕ̂2 ≤ ϕ̃2 ≤ ϕ̃3 ≤ ϕ̂3 ≤
ϕ̂4 ≤ ϕ̃4 ≤ 2π. They satisfy

T−1(ϕ̂i,−1) = (ϕ̂5−i,−1) for i = 1, 2, 3, 4, (87)

lim
ϕ→ϕ̃j+

T−1(ϕ,−1) = (ϕ̃j ,−1) for j = 1, 3. (88)

Table 1 shows the resulting subsets of C. Following ideas in [DR], one can look
at the successive preimages Dn = T−nC2 of the lines of discontinuity. Numerical
simulations show that they densely fill the stochastic layer near u = −1 (see fig.11).

Table 1: The sets C0, C1 and C2 for an elliptic boundary.

µ ∈ C0 C1 C2

(0, ρmin] ∅ C ∅
(ρmin, 1] (ϕ̃2, ϕ̃3] ∪ (ϕ̃4, ϕ̃1] [ϕ̂1, ϕ̂2] ∪ [ϕ̂3, ϕ̂4] (ϕ̃1, ϕ̂1) ∪ (ϕ̂2, ϕ̃2]∪

×{−1} ×{−1} (ϕ̃3, ϕ̂3) ∪ (ϕ̂4, ϕ̃4] × {−1}
(1, ρmax) (ϕ̃2, ϕ̃3] ∪ (ϕ̃4, ϕ̃1] ∅ (ϕ̃1, ϕ̃2] ∪ (ϕ̃3, ϕ̃4]

×{−1} ×{−1}
[ρmax,∞) C ∅ ∅

D Proof of proposition 3

The following geometrical lemma describes some properties of convex plane curves
(which seem quite obvious if one draws a picture).

Lemma 3 Let D be a circular segment of angle 2α ∈ (0, π] and radius 1. Let
C be a strictly convex C2 curve with extremities on the vertices A0, B0 of D, and
making acute or right angles with the chord A0B0 (see fig.12). Then, if the curvature
of C is everywhere less than 1, it is entirely contained in D and shorter than 2α.

Proof: We introduce coordinate axes as in figure 12. For − sinα < x < sinα, C
can be described by a function y(x), and the curvature is

κ(x) = − y′′(x)

(1 + y′(x))3/2
∈ (0, 1). (89)

This equation can be integrated between the abscissa x0 of the maximum S0 and x:

y′(x) = − k(x)
√

1 − k(x)2

k(x) =
∫ x

x0

κ(x1)dx1, |k(x)| < |x− x0| . (90)
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Figure 12: Geometry of the circular segment of lemma 3.

For x0 − 1 < x < x0 + 1, this implies

[y(x) − (y(x0) − 1)]2 + (x− x0)
2 ≥ 1, (91)

and hence C lies above the circle of radius 1 tangent to it at its summit S0. Now
assume by contradiction that C lies outside D between two points P and P ′. Let S
be the point of C furthest away from PP ′. The circle of unit radius tangent to C at
S cannot intersect D twice between P and P ′, which contradicts (91).

If P and P ′ are two points of C, we denote by PP ′ the length of C between these
points. If P (x) = (x, y(x)), then for x0 − 1 < x < x0 + 1,

S0P (x) =
∫ x

x0

√
1 + y′(x1)2dx1 ≤ Arcsin |x− x0| . (92)

Assume that x0 ≤ 0. Then A0A1 ≤ Arcsin(x0 + sinα) + Arcsin(−x0) ≤ α by
convexity of Arcsin. Considering the circular segment of vertices A1 and B0, one
obtains that A1B0 can be divided into two parts, one of which is bounded by α

2
.

Repeating this procedure, we see that C can be divided into pieces whose lengths
are bounded by a geometrical series, converging towards 2α. ⊓⊔

Corollary Let C be a C2 plane convex curve, whose curvature satisfies 0 <
1

ρmax
≤ κ(s) ≤ 1

ρmin
<∞. Let Γ be a circle of radius µ < ρmin. Then

1. Γ can be tangent to C at one point at most.

2. Γ can intersect C at two points at most.

Assume that Γ intersects C at P and P ′ and call C0 = C ∩ IntΓ.

3. C0 is shorter than πµ.

4. The angles between PP ′ and C0 are acute.

Proof: Assuming that 1. or 2. are false, one can construct a counterexample of
the lemma (one may have to translate Γ). 3. and 4. are obvious if one considers all
the circles of radius µ containing P and P ′. ⊓⊔
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Figure 13: Geometry of the trajectories for a convex billiard in strong magnetic
field.

We now proceed to the proof of the proposition.
Choose two points P and P ′ on ∂Q. They can be connected by two, one or no

arc of trajectory, depending on whether their distance is smaller than, equal to, or
larger than 2µ. In each of the first two cases, we call s0 and s1 their abscissas, as in
figure 13. We define

σ =
(s0 − s1) (mod |∂Q|)

µ
. (93)

The corollary and our sign conventions imply that 0 < σ < π. Moreover, the arcs
cannot intersect ∂Q at a point different from P or P ′.

Following the proof of proposition 2, it is easy to show that the two trajectories
can be described by the generating functions

G±(s0, s1) = −1

µ
A(s1, s0) ± µb

(
ℓ(s0, s1)

2µ

)
, (94)

in the sense that dG± = u±0 ds0−u±1 ds1. Here, ℓ ∈ (0, 2µ] and A are defined in fig.13,
and

b(x) = Arcsinx+ x
√

1 − x2

b′(x) = 2
√

1 − x2. (95)

The functions A and ℓ are directly related to the shape of ∂Q, that we describe
using the function τ(s), which has the properties

1. τ(s+ |∂Q|) = τ(s) + 2π,

2. τ ′(s) = κ(s) ∈ [ 1
ρmax

, 1
ρmin

],



3.
∫ |∂Q|

0
eiτ(s)ds = 0.

If ℓ(s0, s1) is the vector connecting the points of abscissas s0 and s1, we have

ℓ(s0, s1) =
∫ s1

s0

t(s)ds

ℓ(s0, s1)
2 =

∫ s1

s0

ds
∫ s1

s0

ds′ (t(s)|t(s′)) =
∫ s1

s0

ds
∫ s1

s0

ds′ cos [τ(s) − τ(s′)]

A(s0, s1) =
∫ s1

s0

ds
1

2
|ℓ(s0, s) ∧ t(s)| =

1

2

∫ s1

s0

ds
∫ s

s0

ds′ sin [τ(s) − τ(s′)] . (96)

Carrying out the change of variables s = s0+µσt, we obtain ℓ(s0, s1)
2 = µ2σ2I(s0, µσ),

A(s1, s0) = 1
2
µ2σ2I ′(s0, µσ), where

I(s0, µσ) =
∫ 0

−1
dt
∫ 0

−1
dt′ cosT (s0, µσt, µσt

′)

I ′(s0, µσ) =
∫ 0

−1
dt
∫ t

−1
dt′ sin T (s0, µσt, µσt

′)

T (s0, µσt, µσt
′) = τ(s0 + µσt) − τ(s0 + µσt′). (97)

If the boundary is C2, one gets T = O(µσ), I = 1 + O(µσ), I ′ = O(µσ), and

thus G±(s0, s1, µ) = µg±(σ, s0, µ), where g±(σ, s0, 0) = ±b
(

σ
2

)
does not depend

on s0. From this fact, we can already guess the structure of the map. Indeed,
u±0 = ∂σg

± + µ∂s0
g±, u±1 = ∂σg

±, and thus u±1 = u±0 + µ∂s0
g± = u±0 +O(µ2).

However, G is not sufficiently smooth around ℓ = 2µ to be expanded. We proceed
in a slightly different way: taking derivatives of (96), we obtain

∂ℓ

∂s0

=
µ

ℓ
σJ,

∂A

∂s0

=
µ

2
σK,

∂A

∂s1

= −µ
2
σK ′, (98)

where

J(s0, µσ) =
∫ 0

−1
dt cosT (s0, 0, µσt)

K(s0, µσ) =
∫ 0

−1
dt sinT (s0, 0, µσt)

K ′(s0, µσ) =
∫ 0

−1
dt cosT (s0, µσt,−µσ). (99)

Note that if the boundary is Ck, the above integrals are all Ck−1. Differentiating
(94), we get

u±0 =
∂G±

∂s0
= ±

√

1 − ℓ2

4µ2

∂ℓ

∂s0
− 1

µ

∂A

∂s0
= ±

√

1 − 1

4
σ2I

µ

ℓ
σJ − 1

2
σK

(
u0 +

1

2
σK

)2

=
(
1 − 1

4
σ2I

)
J2

I
4I(1 − u2

0) = 4I sin2 θ0 = σ2(K2 + J2)I − 4σ cos θ0KI + 4(I − J2)

= Φ0(σ, µ, s0, θ0). (100)



When the boundary is C3, we have I = 1 + O(µ2σ2), J = 1 + O(µ2σ2) and
K = 1

2
κ(s0)µσ +O(µ2σ2), so that Φ0 = σ2 [1 − 2 cos θ0κ(s0)µ+O(µ2)].

If we write σ = 2 sin θ0η, then

0 = Φ(η, µ, so, θ0) =




√
I − η

√
Φ0

σ2





∣∣∣∣∣∣
σ=2 sin θ0η

= 1 − η
[
1 − cos θ0κ(s0)µ+O(µ2)

]
.

(101)
The function Φ has the properties Φ(η0, 0, s0, θ0) = 0, where η0 = 1, and

∂ηΦ(η0, 0, s0, θ0) = −1. Thus, the implicit function theorem implies that in a neigh-
borhood of µ = 0, η can be expressed as a Ck−1 function of µ, s0 and θ0. This
function can be constructed using Newton’s method: if η0 ≡ 1 and ηn+1(s0, θ0, µ) =
ηn(s0, θ0, µ) + Φ(ηn(s0, θ0, µ), µ, s0, θ0), then Φ(ηn, µ, s0, θ0) = O(µn+1). For k = 3,
we get

η(s0, θ0, µ) = 1 + cos θ0κ(s0)µ+O(µ2). (102)

The first equation of (41) is obtained by using s1 = s0 −µσ = s0 −2µ sin θ0η, i.e.

a(s0, θ0, µ) =
2

µ
(1 − η(s0, θ0, µ)) ∈ Ck−2. (103)

Note that if we had used the variable u instead of θ, we would not have been able
to apply the implicit function theorem when u → ±1. Indeed, the map expressed

in the variables (u, s) contains the factor
√

1 − u2
0.

To obtain the second equation of (41), we observe that (see (83)):

θ1 − θ0 = (θ1 + χ) − (θ0 + χ)

=

[
π − Arcsin

(
2

ℓ

∂A

∂s1

)]
−
[
π − Arcsin

(
−2

ℓ

∂A

∂s0

)]

= Arcsin

(
K√
I

)
− Arcsin

(
K ′
√
I

)
= O(µ2σ2), (104)

where we have used point 4 of the corollary to choose the determination of Arcsin.
By consequence,

b(s0, θ0, µ) =
4η2

µ2σ2

[
Arcsin

(
K√
I

)
− Arcsin

(
K ′
√
I

)]∣∣∣∣∣
σ=2 sin θ0η

∈ Ck−3. (105)

Higher orders of the expansions of a and b can be obtained by computing expan-
sions of I, J,K,K ′ and η up to the desired order, and replacing them in (103) and
(105). ⊓⊔
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Figure 14: Geometry of symmetric 4k-periodic trajectories in the square.

E Symmetric orbits of period 4k in the square

We want to study existence and stability of 4k-periodic trajectories, similar to the
one shown in figure 7f, where k = 2. As shown in figure 14, such trajectories can be
characterized by numbers x, y or x′, y′, satisfying

{
2kx+ 2(k + 1)y = 1
2y2 + 2xy + x2 = µ2,

{
0 ≤ y < 1

2

0 ≤ 2y + x ≤ 1
2
,

{
2kx′ + 2(k − 1)y′ = 1
2y′2 + 2x′y′ + x′2 = µ2,

{
0 ≤ y′

0 < x′ ≤ 1
2
.

(106)

These equations have 3 different kinds of solutions:

y+ =
1 +R

2(k2 + 1)
, µ−

k ≤ µ <
1

2
,

y− =
1 − R

2(k2 + 1)
, µ−

k ≤ µ ≤ 1

2k
,

y′ =
−1 +R

2(k2 + 1)
,

1

2k
≤ µ <

1√
2(k − 1)

,

(107)

where

R =
√

1 − (k2 + 1)(1 − 4k2µ2), µ−
k =

1

2
√
k2 + 1

. (108)

Using (7), we find that the stability matrix for k bounces is

Sk =

(
C µ(1 − C2)
− 1

µ
C

)(
1 −2µC
0 1

)k−1

=

(
C µ(1 − (2k − 1)C2)
− 1

µ
(2k − 1)C

)
,

t =
1

2
TrSk = Ck, (109)

where

C = cotgθ =
y

y + x
= − y′

y′ + x′
. (110)



Now, since

S4k = S4
k ,

1

2
TrS4k = 8t4 − 8t2 + 1, (111)

the total orbit is hyperbolic if |t| > 1, parabolic if |t| = 0, 1√
2
, 1, and elliptic otherwise.

Applying this to (109), we find that y+-orbits are hyperbolic as soon as µ > µ−
k ,

y−-orbits are never hyperbolic, and y′-orbits are hyperbolic if µ > µ+
k , where

µ+
k =

√
k2 + 1

2(k2 − 1)
. (112)

We have thus obtained that symmetric 4k-periodic orbits may be stable only if
µ−

k < µ < µ+
k . These bounds have the properties

µ−
k <

1

2k
< µ+

k ,

µ−
k−1 > µ+

k if k > 2.

(113)

We see that when µ < µ−
k , no 4k-periodic orbit exists. At µ = µ−

k , a pair of such
orbits with opposite stability appears in a saddle-node bifurcation. The stable one
loses stability at µ = µ+

k . Numerical simulations show that new stable orbits are
created, but they quickly loose stability for some µ = µ∗

k. For k > 2, this happens
long before a 4(k− 1)-periodic orbit appears at µ = µ−

k−1, and since no other stable
orbits can be found in the interval, we are lead to the conjecture that the billiard in
a square is ergodic when µ∗

k ≤ µ ≤ µ−
k−1.

F Elliptic orbits of period 6 outside 2 circles

We want to show that the billiard outside 2 circles described in section 6.2 possesses
elliptic orbits for some values of the parameters.

The trajectory depicted in figure 10b for µ = λ = 1 turns out to be linearly
marginally stable for these values of the parameters if we apply (7). Thus we have
to analyse its stability for nearby value of µ and λ.

The trajectory can be characterized by two angles θ′ and ϕ, as in figure 15. The
other angles are then given by χ1 = π

2
+ θ′ − ϕ

2
, χ2 = θ′ +ϕ− π

2
. Using the relations

µ sinχ1 = sin
(

π−ϕ
2

)
and cosϕ+ µ sinχ2 = λ, we obtain the system

{
1 + cosϕ = µ2(1 + cos(ϕ− 2θ′))
cosϕ− µ cos(ϕ+ θ′) = λ.

(114)

For small values of ε = µ− 1 and δ = λ− 1, it has the solution






θ′ =
π

3
− 1√

3
ε+

1√
3
δ +O(2)

ϕ =
π

3
− 4√

3
ε+

1√
3
δ +O(2),

(115)
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Figure 15: Geometry of period 6 trajectories outside 2 circles. We show a quarter
of the trajectory, which is symmetric with respect to the coordinate axes.

where O(2) stands for terms of order ε2, δ2, εδ. The Jacobian matrices M1 and
M2 for the two types of bounces can now be computed using (7), with θi = π − θ′

and ℓi cosχi = µ sin(2χi). The stability matrix of the orbit is given by S6 = (S3)
2,

S3 = M2
1M2. We obtain

t =
1

2
TrS3 = −1 − 12ε+ 6δ +O(2),

⇒ 1

2
TrS6 = 2t2 − 1 = 1 + 48ε− 24δ +O(2). (116)

Hence, for small δ and ε, the orbit is elliptic for δ > 2ε + O(ε2), i.e. for λ >
2µ− 1 +O((µ− 1)2), in a neighbourhood of λ = µ = 1.
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