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In memoriam S.M.Natanzon.

Abstract. Surgery in dimension 1+1 describes how to obtain a surface with
boundary (compact, not necessarily oriented) from a collection of disks by
joining them with narrow ribbons attached to the boundary. Counting the
ways to do it gives rise to a “twisted” version of the classical Hurwitz numbers
and of the cut-and-join equation.

Introduction.

Introduction. A classical surgery in dimension 2 is a way to represent a compact
surface as a connected sum of spheres, that is, to obtain it from a collection of
spheres by gluing cylinders to them. In this paper we transfer this technique to
surfaces with boundary, that are obtained from a collection of disks by gluing
rectangles (“ribbons”) to their boundary. Like with the connected sum, one is to
choose the orientation of the boundary near both ends of the ribbon to be glued.

Diagonals of ribbons form a graph embedded into the surface (a.k.a. fat graph,
ribbon graph, combinatorial map, etc.), with all its vertices on the boundary. The
edges adjacent to a given vertex are thus linearly ordered left to right; this ordering
defines the embedding up to homotopy (in the classical theory, if a graph is embed-
ded into an oriented surface without boundary then its edges adjacent to a given
vertex are only cyclically ordered).

The paper contains three sections, to be called “geometric”, “algebraic” and “com-
binatorial”, respectively. In the first, “geometric” section we study surfaces with
boundary (rigged with marked points) glued of ribbons and related graphs (with
numbered vertices and edges) properly embedded into the surface. Such graphs
appear to be 1-skeleta of the surface, and the surface can be retracted to them
(Theorem 1.8); also, the graphs behave nicely under the orientation cover of the
surface (Theorems 1.10 and 1.12).

Graph embeddings into oriented surfaces were studied earlier in a number of
works (see [7] for the disk and [8] for arbitrary surfaces); they are in one-to-one
correspondence with sequences of transpositions in the symmetric group. The cyclic
structure of the product of the transpositions describes faces of the graph (i.e.
closures of the connected components of its complement); the number of graphs
with given faces is called a Hurwitz number and has been studied intensively during
the last decades (the research involving dozens of authors and hundreds of works;
its thourough review is far outside the scope of this paper). In the “algebraic”
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2 YURII BURMAN AND RAPHAËL FESLER

Section 2 we develop an analog of this correspondence for ribbon decomposition of
surfaces. Instead of permutations (products of transpositions) the correspondence
uses left cosets of the symmetric group of double size by a type B reflection group
it contains. This allows to define a “twisted” analog of Hurwitz numbers. Their
generating function is shown to satisfy a PDE of parabolic type (Theorems 2.12 and
2.14) called twisted cut-and-join equation — just like standard Hurwitz numbers,
whose generating function satisfies the “classical” cut-and-join.

In the last, “combinatorial” section of the paper we study the twisted cut-and-
join equation. First, we prove that the operator in its right-hand side has a basis of
eigenfunctions called twisted Schur polynomials (Corollary 3.9). Then we include
the twisted cut-and-join into a one-parameter family of operators and formulate a
conjecture (Conjecture 3.18) describing their eigenvectors (called parametric Schur
functions). We are planning to write later a separate paper on combiatorics of the
parametric cut-and-join and parametric Schur functions.

Acnowledgements. The research of the first-named author was funded by the
HSE University Basic Research Program and by the Simons Foundation IUM grant
2021.

We dedicate this article to the memory of our colleague Sergey Natanzon who fell
victim of the COVID-19 pandemic. The subject of our research, to which Sergey
was always attentive, matches some of his favourite scientific topics — Hurwitz
numbers and manifolds with boundary.

1. Surgery

1.1. General definitions.

Definition 1.1. Decorated-boundary surface (DBS) is a compact surface (2-manifold)
M with boundary, together with a finite set of n numbered points a1, . . . , an ∈ ∂M
and a local orientation oi of ∂M in the vicinity of every point ai (i = 1, . . . , n),
such that every connected component of M has nonempty boundary and every
connected component of ∂M contains at least one marked point.

The DBS M and M ′ with the same number n of marked points are called equiv-
alent if there exists a homeomorphism h : M → M ′ such that h(ai) = a′i and
h∗(oi) = o′i for all i = 1, . . . , n; here ai, a′i are marked points and oi, o′i are orien-
tations; h∗ is the action of h on the local orientations of the boundary. The set of
equivalence classes of DBS with n marked points will be denoted DBSn.

Pick marked points ai, aj ∈ ∂M , and let εi, εj ∈ {+,−}. Consider points a′i, a′j ∈
∂M lying near ai, aj and such that the boundary segment aia′i is directed along
the orientation oi if εi = + and opposite to it if εi = −; the same for j. Take
then a rectangle, called henceforth a ribbon, with the vertices Ai, A′i, Aj , A′j (listed
counterclockwise) and glue bijectively its sides AiA′i and AjA

′
j to the segments

aia
′
i and aja′j , respectively (vertices to namesake endpoints). The result of gluing is

homeomorphic to a surfaceM ′ with the boundary ∂M ′ 3 a1, . . . , an. The boundary
of M ′ near ai and aj contains a segment of the boundary of M (the “old” part) and
a segment of a side of the ribbon (the “new” part); define local orientations o′i, o′j
of ∂M ′ near these points so that the orientations of the “old” parts be the same as
oi and oj prescribe. For k 6= i, j the boundary of M ′ near ak is just a segment of
∂M , so take o′k = ok by definition. The surface M ′, points a1, . . . , an ∈ ∂M ′ and
the orientations o′1, . . . , o′n form a DBS — thus, we defined a mapping G[i, j]εi,εj :
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DBSn → DBSn called ribbon gluing. The ribbon gluing G[i, j]εi,εj will be called
twisted if εi 6= εj , and non-twisted otherwise.

If M ′ = G[i, j]εi,εj (M) then the boundary ∂M ′ is obtained from ∂M by the
standard surgery in dimension 1: segments aia′i and aja

′
j are replaced by aia

′
j

and aja
′
i. This suggests the name “1 + 1-dimensional surgery” for the whole set

of operations G[i, j]εi,εj . Unlike the classical 1-dimensional surgery, gluing the
ribbon is not an involution: if M ′′ = G[i, j]εi,εj (M ′), then ∂M ′′ = ∂M (more
precisely, there exists a natural decoration-preserving homeomorphism between the
boundaries, unique up to homotopy), but M ′′ is obtained from M by gluing two
segments of its boundary to two bases of a cylinder. (In particular, if both M and
M ′′ are oriented then their genera differ by 1.)

LetM ∈ DBSn, ε ∈ {+,−}, and let γ be a smooth simple (i.e. non-selfintersecting)
curve on M joining ai and aj and transversal to ∂M in its endpoints. Local ori-
entations oi and oj of ∂M thus define orientations of the normal bundle to γ (the
bundle is trivial because γ is simple and not closed); we call γ non-twisting if the
orientations are the same, and twisting otherwise.

Take now a point a′j ∈ ∂M near ai such that the segment aia′j ⊂ ∂M is directed
along the orientation oi if ε = + and opposite to it if ε = −. Then draw a smooth
simple curve γj joining aj with a′j and homotopic to (and going near) the union of
the curve γ and the segment aia′j . Also draw a simple smooth curve γi joining ai
with a point a′i ∈ ∂M near aj and “parallel” to γj — i.e. such that γj , the segment
aja
′
j , γi and the segment aia′i form the boundary of a rectangle Π ⊂M . It is easy

to see that the segment aja′j is directed along the orientation oj if ε = + and the
curve γ is non-twisting or ε = − and the curve is twisting; in the other cases the
segment is directed opposite to oj .

Define now an operation of “ribbon removal” R[γ]ε : DBSn → DBSn as follows.
The setM ′ = M\int(Π) is homeomorphic to a surface with the boundary containing
a1, . . . , an. A local orientation o′i of ∂M ′ near ai is defined by the same rule as for
the ribbon gluing: oi and o′i coincide on the intersection ∂M ′ ∩ ∂M near ai. The
local orientation o′j is defined similarly, and o′k

def
= ok for all k 6= i, j. The operation

R[γ]ε is a sort of inverse to ribbon gluing, due to the following obvious statement:

Proposition 1.2. (1) Let i, j ∈ {1, . . . , n}, εi, εj ∈ {+,−} and γ be a diagonal
of the ribbon joining ai and aj. Then R[γ]εiG[i, j]εi,εj = idDBSn .

(2) Let γ be a simple smooth curve on M joining ai and aj and transversal to
the boundary, and εi ∈ {+,−}. Let εj ∈ {+,−} be defined as εj = εi if the
curve γ is non-twisting and εj = −εi otherwise. Then G[i, j]εi,εjR[γ]εi =
idDBSn .

Remark 1.3. Gluing a ribbon decreases the Euler characteristics of the surface by
1 and removal, increases it by 1.

1.2. Ribbon decompositions. It follows from Definition 1.1 that every connected
component of a DBS contains a marked point. M ∈ DBSn is called stable if every
its connected component either contains at least two marked points or is a disk
(with one marked point only).

Denote by En ∈ DBSn a union of n disks with one marked point on the boundary
of each.
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Proposition 1.4. M ∈ DBSn is stable if and only if it can be obtained by gluing
several ribbons to En. For a stable DBS one has χ(M) ≤ n, and the number of
ribbons is equal to n− χ(M).

Proof. If a surface with a ribbon glued has a component with only one marked
point then the gluing left this component intact. So, gluing a ribbon to a stable
DBS keeps its stability, which proves the ‘only if’ part of the proposition (En is
stable by definition).

To prove the ‘if’ part we will need a lemma:

Lemma 1.5. Let n ≥ 2. Then for any M ∈ DBSn which is connected and stable
but is not a disk there exists a simple smooth nonseparating curve γ joining two
marked points.

“Nonseparating” here means that the complement of γ is connected, too.

Proof of the lemma. M is connected and stable and not a disk, so it contains at
least two marked points. If the boundary ∂M is not connected then take two
marked points on different components of ∂M and join them with a simple smooth
curve γ, which is always nonseparating.

Let now ∂M be connected. ThenM is a connected sum of a disk with a nonzero
number of either handles or Moebius bands. Let S1 ⊂ M be a circle separating
the disk from a handle or from a Moebius band, and let p, q ∈ S1 be its opposite
points. There exists a curve δ inside the handle or the Moebius band joining p and
q and not separating. Now pick a curve γ1 joining p with one marked point and γ2

joining q with another one. Then the union γ
def
= γ1 ∪ δ ∪ γ2 is nonseparating as

required. �

Corollary 1.6. If M ∈ DBSn is stable and M 6= En then there exists a simple
smooth curve γ on M joining two marked points and such that M ′ def

= R[γ]ε(M) is
stable (regardless of ε).

Proof of the corollary. A stable DBS different from En contains a component with
two or more marked points. If this component is a disk then take for γ any curve
joining these points. If it is not a disk then take for γ the nonseparating curve of
Lemma 1.5. �

The proposition is now proved using induction on the Euler characteristic of
M . Every component of M is a manifold with nonempty bounbdary, so the 2-
nd Betti number of M is zero and χ(M) = h0(M) − h1(M) ≤ h0(M) ≤ n; the
equality if possible only if M = En. Let now χ(M) = n − m, m > 0. Use
Corollary 1.6 to obtain a curve γ in M such that M ′ = R[γ]+(M) is stable; one
has χ(M ′) = n −m + 1, so by the induction hypothesis M ′ can be obtained from
En by gluing m− 1 ribbons. By assertion 2 of Proposition 1.2 there exist i, j and
ε such that M = G[i, j]+,ε(M ′) — so, M can be obtained by gluing m ribbons. �

Let now, again,M ∈ DBSn be glued ofm ribbons: M = G[im, jm]εm,δ
′
m . . . G[i1, j1]ε1,δ1En

(we will be calling such representation a ribbon decomposition ofM). For every rib-
bon, draw a diagonal joining its vertices aik and ajk , and assign the number k to
it. The union of the diagonals is a graph Γ ⊂ M with m numbered edges and
the marked points a1, . . . , an as vertices; we call it a diagonal graph of the ribbon
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decomposition. The ribbon of a ribbon decomposition containing the edge number
k will be denoted rk ⊂M .

Let ai be a marked point of M , Γ ⊂ M be a diagonal graph of a ribbon de-
composition, and let `1, . . . , `k be the numbers of the edges of Γ having ai as an
endpoint, listed left to right according to the orientation oi. We are going to call
the sequence P(ai) = (`1, . . . , `k) the passport of ai.

Theorem 1.7. The diagonal graph Γ has the following properties:

(1) (embedding) Γ is embedded: its edges do not intersect one another or the
boundary of M except at endpoints.

(2) (anti-unimodality) For every vertex ai its passport P(ai) = (`1, . . . , `k) is
anti-unimodal: there exists p ≤ k such that `1 > · · · > `p < · · · < `k.

(3) (twisting rule) In the notation of the above call the edges `1, . . . , `p negative
at the endpoint ai, and edges `p, . . . , `k, positive (note that `p is both). Then
any twisting edge of Γ is positive at one of its endpoints and negative at the
other one, and any non-twisting edge is either positive at both endpoints or
negative at them.

(4) (retraction) The graph Γ is a homotopy retract of the surface M .

Proof. Induction by the number m of ribbons. Apparently, everything is true for
m = 0, that is, M = En. For any m, let M = G[im, jm]εmδmM ′, and Γ′ ⊂M ′ ⊂M
be the union of all the edges of Γ except the edge number m. All the assertions of
the theorem are true for M ′ and Γ′ by the induction hypothesis.

The internal points of the edgem of Γ lie in the interior of the ribbon rm = M\M ′
and thus do not belong to Γ′ nor to the boundary of M . So, assertion 1 is true.

After gluing the ribbon rm to M ′, the edge m is either the leftmost or the
rightmost of all the edges ending at aim . Thus, if P(aim) = (`1, . . . , `k) then either
`1 = m and `2, . . . , `k is anti-unimodal by the induction hypothesis, or `k = m
and `1, . . . , `k−1 is anti-unimodal. In both cases `1, . . . , `k is anti-uninmodal, so
assertion 2 is proved.

Assertion 3 is true for the edges of Γ′ ⊂ M ′ by the induction hypothesis. Ap-
parently, this is preserved after the ribbon rm is glued. The edge m is the diagonal
of rm; the “long” sides of rm lie in ∂M , and therefore the edge m is adjacent to
∂M at both its endpoints, from the right for one of them and from the left for the
other. This proves assertion 3 for the edge m, too.

Let f : M ′ → Γ′ be the deformation retraction (it exists by the induction
hypothesis); to prove assertion 4 it is necessary to extend f to the ribbon rm. The
edge m divides the ribbon into two triangles T1 and T2 attached to ∂M ′ by the
“short” sides aia′i and aja′j , respectively. Put an auxiliary point c on the “long” side
aja
′
i of T1 and join it with ai by a segment dividing T1 into two triangles, caia′i and

caiaj . The image f([aia
′
i]) ⊂ Γ′ is a segment of an edge attached to the vertex i;

it is easy to extend f to the triangle caia′i sending it to the same segment so that
f([aic]) = ai. Then extend f to caiaj as a projection onto the edge m parallel to
the side cai. This is a retraction of T1 to Γ; the construction for T2 is the same. �

Now turn Theorem 1.7 into a definition: let M ∈ DBSn and let Γ ⊂ M be an
embedded loopless graph with the vertices at the marked points ofM and the edges
numbered 1, . . . ,m. We call (M,Γ) properly embedded if it satisfies all the asser-
tions of Theorem 1.7: embedding, anti-unimodality, twisting rule and retraction.
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Connected components of the complement M \ ∂M \ Γ will be called faces; con-
nected components of ∂M \{a1, . . . , an}, external edges, and connected components
of Γ \ {a1, . . . , an}, internal edges.

Theorem 1.8. Vertices, edges and faces of a properly embedded graph form a cell
decomposition of M (as 0-cells, 1-cells and 2-cells, respectively), such that every
face is adjacent to exactly one external edge. The total number of faces is n.

Proof. Denote by k the number of faces of the graph. A compact manifold does
not retract to its boundary; so the boundary of any face cannot be a subset of the
graph and must contain an external edge. Therefore the number of faces does not
exceed the number of external edges: k ≤ n. At the same time, each external edge
is adjacent to exactly one face, hence n ≤ k. So, k = n and each face has exactly
one external edge on its boundary.

Cover M with the following open subsets (see Fig. 1):
• The faces f1, . . . , fn. Each fi is a connected 2-manifold (later proved to be

a disk).
• Narrow strips e1, . . . , em, each one being an open disk covering the interior

of an edge except small neighbourhoods of its endpoints.
• Narrow strips b1, . . . , bn covering interiors of the boundary segments in the

same way. Each bi is homeomorphic to a half-disk containing its diameter
but not the outer boundary.

• Small neighbourhoods v1, . . . , vn of the vertices. Each vi is a half-disk, like
bi.

Figure 1. Cover of M

The intersections of the sets above are as follows:
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• fi ∩ ej is an open disk if the edge is adjacent to the face, and is empty
otherwise. Hence, (

⋃
i fi) ∩ (

⋃
j ej) is a union of 2m disjoint disks.

• fi ∩ bj is similar; (
⋃
i fi) ∩ (

⋃
j bj) is a union of n open disks.

• fj ∩ vj is an open disk if the vertex is the corner of the face, and is empty
otherwise. If δj is the valency of (the number of edges at) the j-th vertex,
then there are δj + 1 corners adjacent to it. So the number of nonempty
intersection is

∑
j(δj + 1) = n +

∑
j δj . One has

∑
j δj = 2m because

every edge has 2 endpoints, so the intersection (
⋃
i fi) ∩ (

⋃
j vj) is a union

of 2m+ n open disks.
• ei ∩ vj is a disk if the vertex is an endpoint of the edge, and is empty

otherwise. Hence (
⋃
i ei) ∩ (

⋃
j vj) is a union of 2m open disks.

• bi ∩ vj is similar; (
⋃
i bi) ∩ (

⋃
j vj) is a union of 2n open disks.

The remaining double intersections are empty.
The triple intersections are:
• fi ∩ ej ∩ vk is a disk if the edge is a side of the face and the vertex is an

endpoint of the edge; otherwise it is empty. Hence (
⋃
i fi)∩(

⋃
j ej)∩(

⋃
k vk)

is a union of 4m open disks.
• fi∩ bj ∩vk is similar; (

⋃
i fi)∩ (

⋃
j bj)∩ (

⋃
k vk) is a union of 2n open disks.

All the other intersections are empty (including the intersections of more than
three sets).

All the sets and their intersections are disks except possibly faces. Thus the
Euler characteristics of M is

χ(M) =

n∑
i=1

χ(fi) +m+ n+ n− 2m− n− (2m+ n)− 2m− 2n+ 4m+ 2n

=

n∑
i=1

χ(fi)−m

On the other hand, Γ is a retract of M , so χ(M) = χ(Γ) = n − m, hence∑n
i=1 χ(fi) = n.
A face is a connected noncompact 2-manifold, so χ(fi) ≤ 1. The equality∑n
i=1 χ(fi) = n implies now that χ(fi) = 1 for every i, so each fi is a disk. This

disk is adjacent to exactly one external edge (a segment of the boundary ∂M) and
to ki ≥ 1 internal edges (unless the face occupies the whole connected component
of the surface). So the closure of fi is an image of the (ki + 1)-gon Qi mapping its
interior homeomorphically to fi and the sides, to the edges: one side to the external
edge and one or two sides to every internal edge. These maps Qi → M for all the
faces fi form a cell decomposition of M . �

Corollary 1.9. Let M ∈ DBSn be stable and Γ ⊂M be a properly embedded graph.
Then Γ is the diagonal graph of a ribbon decomposition of M .

Proof. Induction by the the number m of edges of Γ. The base: m = 0, that is,
Γ consists of several isolated vertices — the marked points of M . The DBS M
is retracted to Γ, so, its every connected component is contractible and contains
exactly one marked point. Thus, M = En.

Now let m > 0; take the edge em of Γ. It joins the vertices ai and aj (necessarily
different) and separate faces fp and fq (which may be the same). By the anti-
unimodality, the edge em is adjacent to the boundary of M at both its endpoints;



8 YURII BURMAN AND RAPHAËL FESLER

in other words, if φp : Qp →M is the characteristic map of the face fp then a side
v0v1 of Qp is mapped to the external edge of fp and the adjacent side v1v2, to em.
Let v′ ∈ v0v1 be a point near the vertex v1, a′i

def
= (v′) ∈ ∂M ; consider the image

Tp
def
= φp(v

′v1v2) ⊂ M of the triangle v′v1v2. Then the union of Tp and Tq is a
ribbon H, and the edge em, its diagonal.

Let Γ′ be the graph Γ with the edge em removed. Take ε = + if the boundary
of M near ai is oriented from ai to a′i, and ε = − otherwise. Then Γ′ is embedded
into M ′ def

= R[em]ε(M); an immediate check shows that the embedding is proper.
Then by Proposition 1.2 M can be obtained by gluing the ribbon H to M ′, which
finishes the induction. �

1.3. Oriented case and the orientation cover. A DBS M is called oriented if
all the orientations oi are consistent with a global orientation of the surface M .

It is easy to see that if M ∈ DBSn is oriented and εi = εj (the gluing G[i, j]εi,εj

is non-twisted) then G[i, j]εi,εj (M) ∈ DBSn is oriented, too: the orientation o of
M consistent with all the ok is naturally extended to M ′, and this extension is
consistent with all the o′k. If the gluing is twisted, then orientability breaks: M ′
need not be orientable, and even if it is, the orientations o′k of the boundary ∂M ′
are not necessarily consistent with a global orientation.

Call a ribbon decomposition of a DBS M = G[im, jm]εmδm . . . G[i1, j1]ε1δ1(En)
oriented if all the signs εj , δj = +. By the remark above, M is an oriented DBS
then.

Theorem 1.10. The diagonal graph Γ of the oriented ribbon decomposition
G[im, jm]++ . . . G[i1, j1]++En has the following properties (in addition to those
granted by Theorem 1.7):

(1) (vertex monotonicity) For every vertex ai of Γ its passport P(ai) = (`1, . . . , `k)
is increasing: `1 < · · · < `k.

(2) (face monotonicity) For every face fi of Γ let `1, . . . , `p be the numbers of
the internal edges on its boundary listed counterclockwise so that `1 and `p
are adjacent to the (only) external edge on the boundary of fi. Then the
sequence `i, . . . , `p is increasing: `1 < · · · < `p.

(3) (face separation) Every internal edge of Γ is adjacent to two different faces.
In other words, a characteristic map (of Theorem 1.8) of every face is one-
to-one on the interior of every edge.

(4) (boundary permutation) Consider a permutation σ = (imjm) . . . (i1j1) ∈
Sn; then the marked point following ak in the positive direction of the
boundary ∂M is aσ(k). In other words, the numbers of marked points read
counterclockwise off the components of ∂M form a cyclic decomposition of
σ.

In Property 4 and below we denote by Sn the permutation group on the set
{1, . . . , n}.

Proof. Vertex monotonicity is a particular case of anti-unimodality of Theorem 1.7.
If `j and `j+1 are two internal edges on the boundary of fi sharing an endpoint a

then the orientation of the boundary near a is consistent with the counterclockwise
orientation of fi. Then the vertex monotonicity implies `j < `j+1, which proves
face monotonicity. The face monotonicity implies, in its turn, the face separation:



SURGERY IN DIMENSION 1 + 1 AND HURWITZ NUMBERS 9

as one moves around a face, the numbers of the internal edges seen are increasing
and therefore cannot repeat.

Let ak and as be neigbouring vertices on the boundary ∂M , that is, the endpoints
of an external edge. By Theorem 1.8 and the face monotonicity, this is the sole
external edge of a face f , its remaining sides being internal edges numbered `1 <
· · · < `p, as one moves from ak to as. Consider an action of Sn on the vertices
of M ∈ DBSn by permuting their numbers; in particular, the transposition (itjt)
exchanges the numbers of the vertices joined by the t-th edge of the diagonal graph,
leaving the other vertices intact. So, the transposition (i`1j`1) moves ak to its
neighbour at the face f ; then the transposition (i`2 , j`2) (where `2 > `1, so it
is applied after the first one) moves it to the next vertex of the same face, etc.;
eventually, σ = (imjm) . . . (i1j1) moves ak to as = aσ(k). �

Every manifold M has the orientation cover, uniquely defined up to an obvious
isomorphism: it is an oriented manifold M̂ of the same dimension together with
a fixed-point-free orientation-reversing smooth involution T : M̂ → M̂ such that
M is diffeomorphic to its orbit space. (The quotient map M̂ → M̂/T = M is a
locally trivial 2-sheeted covering, hence the name.) If M is orientable then M̂ is a
disjoint union of two copies of M with the opposite orientation; T exchanges their
namesake points. If M is connected and not orientable then M̂ is connected, too.

An important property of the orientation covers of 2-manifolds with boundary
(to be used later in Section 2) is

Lemma 1.11. The orientation cover is trivial over the boundary of a 2-manifold.

Proof. Let M̂ be an orientation cover of M , and T : M̂ → M̂ , the corresponding
fixed-point-free involution. The boundary ∂M of a 2-manifold M is a union of
circles; if its 2-cover is nontrivial then there is a component C ⊂ ∂M of the boundary
covered by a T -invariant circle C ′ ⊂ ∂M̂ .

A continuous map A : S1 → S1 has at least |degA− 1| fixed points, so the
fixed-point-free map T : C ′ → C ′ has degree 1 and therefore preserves orientation.
Since C ′ ⊂ ∂M̂ it means that T : M̂ → M̂ also preserves local orientation at every
point a ∈ C ′. But T is orientation-reversing everywhere — a contradiction. �

Let τ ∈ S2n be a fixed-point-free involution defined as τ(i) = i + n mod (2n),
i = 1, . . . , 2n. The notion of an orientation cover can be extended to decorated-
boundary surfaces: an M̂ ∈ DBS2n with the marked points b1, . . . , b2n is called
the orientation cover of M ∈ DBSn with the marked points a1, . . . , an if M̂ is
oriented and there exists a fixed-point-free orientation-reversing smooth involution
T : M̂ → M̂ such that T (bk) = bτ(k) for all k = 1, . . . , 2n, and also there exists a
diffeomorphism p : M̂/T →M of the orbit space and M such that p({bk, bτ(k)}) =
ak for all k = 1, . . . , n.

Let 1 ≤ i ≤ n and ε ∈ {+,−}. Denote iε =

{
i, ε = +,

τ(i), ε = −.

Theorem 1.12. Let M = G[im, jm]εmδm . . . G[i1, j1]ε1δ1En. Then

(1.1) M̂ = G[iεmm jδmm ]++ . . . G[iε11 j
δ1
1 ]++G[i−ε11 j−δ11 ]++ . . . G[i−εmm j−δmm ]++En

is its orientation cover. The involution T : M̂ → M̂ maps the ribbon r` and the edge
number ` to the ribbon r2m+1−` and the corresponding edge for all ` = 1, . . . , 2m.
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Proof. Let ai be a marked point of M with P(ai) = (`1, . . . , `k) where `1 > · · · >
`p < · · · < `k, and let bi, bτ(i) ∈ M̂ be its preimages. Use the induction on m
to prove the theorem showing simultaneously that P(bi) = (m + 1 − `1, . . . ,m +
1 − `p,m + `p+1, . . . ,m + `k) and P(bτ(i)) = (m + 1 − `k, . . . ,m + 1 − `p+1, `p +
m, . . . , `1 +m).

The base m = 0 is obvious. For m > 0 let M = G[i, j]εδM ′ where i def
= im, j def

=

jm, ε def
= εm and δ def

= εm. If PM ′(ai) = (`1, . . . , `k) where `1 > · · · > `p < · · · < `k
then PM (ai) = (`1, . . . , `k,m) if ε = + and PM (ai) = (m, `1, . . . , `k) if ε = −; the
same for aj (depending on δ instead of ε).

Denote by M̂ ′ the orientation cover of M ′ and define M̂ by (1.1). By the in-
duction hypothesis M̂ ′ is a subset of M̂ (a union of all the ribbons except the first
one and the last one). Extend T : M̂ ′ → M̂ ′ to the involution M̂ → M̂ sending r1

to r2m and vice versa; also extend the homeomorphism ρ : M̂ ′/T → M ′ to a map
M̂/T →M sending r1 and r2m to the m-th ribbon ofM . Apparently, the extended
T is a fixed-point-free involution and the extended ρ, a bijection continuous on the
interiors of r1 and rm. To finish the proof we are to check that the extended T and
ρ are continuous on the boundary of the ribbons r1 and r2m.

By the induction hypothesis, P
M̂ ′

(bi) = (m−`1, . . . ,m−`p, `p+1+m−1, . . . , `k+
m − 1) and P

M̂ ′
(bτ(i)) = (m − `k, . . . ,m − `p+1, `p + m − 1, . . . , `1 + m − 1). So,

if ε = + then P
M̂

(bi) = (m + 1 − `1, . . . ,m + 1 − `p, `p+1 + m, . . . , `k + m, 2m)
and P

M̂ ′
(bτ(i)) = (1,m + 1 − `k, . . . ,m + 1 − `p+1, `p + m, . . . , `1 + m), and if

ε = − then P
M̂

(bi) = (1,m + 1 − `1, . . . ,m + 1 − `p, `p+1 + m, . . . , `k + m) and
P
M̂ ′

(bτ(i)) = (m+ 1− `k, . . . ,m+ 1− `p+1, `p +m, . . . , `1 +m, 2m); the same for
bj and bτ(j), with δ instead of ε.

Thus, if ε = + then the ribbon r2m is adjacent to r`k+m and the ribbon r1, to
the ribbon rm+1−`k ; the m-th ribbon of M = G[i, j]εδM ′ is adjacent to its ribbon
numbered `k. By the induction hypothesis, T exchanges r`k+m and rm+1−`k , so
the extensions of T and ρ are continuous on the “long” sides of r2m and r1 adjacent
to the vertices bi and bτ(i), respectively. The proof in the case ε = − is the same.
A similar analysis of the passports of bj and bτ(j) for δ = + and δ = − shows that
T and ρ are continuous on the other sides of r2m and r1, too. �

2. Twisted cut-and-join equation

2.1. Algebraic preliminaries. As usual [1], denote by Bn the group of linear
operators A : Rn → Rn given by A(x1, . . . , xn) = (ε1xσ(1), . . . , εnxσ(n)) where
σ ∈ Sn is a permutation and ε1, . . . , εn = ±1. In other words, Bn is a semidirect
product Sn n (Z/2Z)n where Sn acts on (Z/2Z)n by permuting the factors.

Let 1 = (1, . . . , 1) and 1i = (1, . . . ,−1, . . . , 1) (−1 at the i-th place); then the
elements sij

def
= (ij)n1 and li

def
= idn1i are obviously reflections; they generate the

group.
Recall the notation τ def

= (1, n+ 1)(2, n+ 2) . . . (n, 2n) ∈ S2n.

Proposition 2.1. The centralizer C(τ)
def
= {σ ∈ S2n | στ = τσ} ⊂ S2n of the

element τ is isomorphic to Bn.
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Proof. Define maps λ : S2n → Sn and ε(i) : S2n → Z/2Z by

λσ(i) =

{
σ(i), σ(i) ≤ n,
σ(i)− n, σ(i) ≥ n+ 1

and ε(i)
σ =

{
1, σ(i) ≤ n,
−1, σ(i) ≥ n+ 1.

An immediate check shows that if σ1, σ2 ∈ C(τ) then λσ1σ2
= λσ1

λσ2
and ε(i)

σ1σ2 =

ε
(i)
σ1 ε

(σ1(i))
σ2 . So the map A : C(τ) → Sn n (Z/2Z)n given by A(σ) = λσ n

(ε
(1)
σ , . . . , ε

(n)
σ ) is a group homomorphism.

If A(σ) = 1 then for every i = 1, . . . , n one has λσ(i) = i, that is, σ(i) = i

or i + n, and ε
(i)
σ = 1, which implies σ(i) ≤ n. Hence σ(i) = i, and therefore

σ(i + n) = σ(τ(i)) = τ(σ(i)) = i + n. So, σ = id and A is a monomorphism.
One has sij = A((ij)(i+ n, j + n)) and li = A((i, i+ n)), so A is an epimorphism,
too. �

So Bn is embedded into S2n; we are going to denote C(τ) = Bn ⊂ S2n for short.
Denote C∼(τ)

def
= {σ ∈ S2n | τσ = σ−1τ} (a “twisted centralizer” of τ).

Lemma 2.2. Let σ = c1 . . . cm ∈ C∼(τ) where c1, . . . , cm are independent cycles.
Then for every i

• either there exists j such that ci = (u1 . . . uk) and cj = (uτ(k) . . . uτ(1));
• or ci has even length 2k and looks like ci = (u1 . . . ukτ(uk) . . . τ(u1)).

In the first case we call ci and cj the τ -symmetric pair of cycles, and in the
second case the cycle ci is τ -self-symmetric.

Proof. Let ci = (u
(i)
1 . . . u

(i)
ki

) for all i = 1, . . . ,m. Then τστ−1 = c′1 . . . c
′
m where

c′i = (τ(u
(i)
1 ) . . . τ(u

(i)
ki

)). On the other side, σ−1 = c′′1 . . . c
′′
m where c′′i = (u

(i)
ki
. . . u

(i)
1 ).

Once a cycle decomposition is unique, every c′′i must be equal to some c′j . If j 6= i
then ci and cj are τ -symmetric, and if j = i then ci is τ -self-symmetric. �

Theorem 2.3. There exists a one-to-one correspondence between the following
three sets:

(1) The quotient (the set of left cosets) S2n/Bn;
(2) The set B∼n of permutations σ ∈ C∼(τ) such that their cycle decomposition

contains no τ -self-symmetric cycles.
(3) The set of fixed-point-free involutions λ ∈ S2n.
The size of each set is (2n− 1)!! = 1× 3× · · · × (2n− 1).

Proof. To prove the theorem we will construct injective maps 1 ⇒ 2 ⇒ 3 ⇒ 1.
2 ⇒ 3: Since τ−1 = τ , the condition τστ−1 = σ−1 is equivalent to (στ)2 = id.

If σ = c1c2 . . . ck then στ sends every element of the cycle ci to an element of its
τ -symmetric cycle cj . So if j 6= i for all i then the involution στ has no fixed points.
The map σ 7→ στ is obviously injective.

3⇒ 1: if λ is a fixed-point-free involution then its cycle decomposition is a prod-
uct of n independent transpositions, and therefore λ belongs to the same conjugacy
class in S2n as τ : λ = στσ−1 for some σ ∈ S2n. Denote by R(λ) ∈ S2n/Bn
the left coset containing σ. The equality σ1τσ

−1
1 = σ2τσ

−1
2 is equivalent to

(σ1σ
−1
2 )τ = τ(σ1σ

−1
2 ), that is, σ1σ

−1
2 ∈ Bn. So the left cosets containing σ1

and σ2 are the same and R(λ) ∈ S2n/Bn is well-defined. If R(λ1) = R(λ2) where
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λi = σiτσ
−1
i , i = 1, 2, then σ1σ

−1
2 ∈ Bn and therefore λ1 = λ2; thus, R is an

injective map.
1 ⇒ 2: let σ ∈ S2n be an element of the coset λ ∈ S2n/Bn; take Q(λ)

def
=

[σ, τ ]
def
= στσ−1τ . Since τ is an involution, one has τQ(λ)τ = τστσ−1 = Q(λ)−1,

so Q(λ) ∈ C∼(τ). Let σ′ is another element of the coset λ, that is, σ′ = σρ where
ρτ = τρ; then [σ′, τ ] = σρτρ−1σ−1τ = στρρ−1σ−1τ = Q(λ). If Q(λ) = Q(λ′)
where λ, λ′ ∈ S2n/Bn are represented by σ and σ′, respectively, then στσ−1τ =
σ′τ(σ′)−1τ , which is equivalent to (σ′)−1στ = τ(σ′)−1σ. So (σ′)−1σ ∈ Bn, and
λ = λ′.

Thus, Q is a well-defined injective map from S2n/Bn to C∼(τ). Prove that
actually Q(λ) ∈ B∼n ⊂ C∼(τ). Suppose it is not the case, that is, Q(λ) has a
τ -self-symmetric cycle c = (u1 . . . ukτ(uk) . . . τ(u1)). It means that τQ(λ) has a
fixed point u = uk. On the other hand, τQ(λ) = (τσ)τ(τσ)−1 is conjugate to
τ and is a product of n independent transpositions having no fixed points — a
contradiction. �

Proposition 2.4. Let M̂ ∈ DBS2n be the orientation cover of M ∈ DBSn, and
σ ∈ S2n be its boundary permutation, as in assertion 4 of Theorem 1.10. Then
σ ∈ B∼n .

Proof. Consider the cycle decomposition σ = c1 . . . ck, where ci = (u
(i)
1 . . . u

(i)
ki

),
i = 1, . . . , k. By assertion 4 of Theorem 1.10 the i-th component of ∂M̂ contains
the marked points numbered u(i)

1 , . . . , u
(i)
ki
, listed counterclockwise. By Lemma 1.11

the images of the points under the involution T : M̂ → M̂ lie in the j-th component
of the boundary where j 6= i and have numbers τ(u

(i)
1 ), . . . , τ(u

(i)
ki

), 1 ≤ s ≤ k, listed
clockwise (because T changes orientation). Thus, one has cj = (τ(u

(i)
ki

), . . . , τ(u
(i)
1 )),

so the cycles ci and cj are τ -symmetric.
Thus, σ is a product of several pairs of τ -symmetric cycles, which means σ ∈

B∼n . �

Fix a partition λ = (λ1, . . . , λ`), |λ| = n, and denote by B∼λ ⊂ B∼n the set
of permutation σ = c1 . . . c2` whose cycle decomoisition consists of ` pairs of τ -
symmetric cycles of lengths λ1, . . . , λ`. Apparently, B∼n =

⊔
|λ|=nB

∼
λ .

Proposition 2.5. B∼λ is a Bn-conjugacy class in S2n.

Proof. Let σ = c1c
′
1 . . . c`c

′
` ∈ B∼n be the cycle decomposition where ci and c′i are

τ -symmetric for all i: c′i = τc−1
i τ . Let x ∈ Bn, that is, xτ = τx by Proposition 2.1.

Then xσx−1 = xc1x
−1 · xτc−1

1 τx−1 · · · · · xc`x−1 · xτc−1
` τx−1. The permutations

c̃i
def
= xcix

−1 and c̃′i = xc′ix
−1 are cycles of length λi, and they are τ -symmetric:

τ c̃iτ = τxcix
−1τ = xτciτx

−1 = x(c′i)
−1x−1 = (c̃′i)

−1. Thus, xσx−1 ∈ B∼λ .
On the other side, let σ̃ = c̃1c̃

′
1 . . . c̃`c̃

′
` ∈ B∼λ . Let c̃i = (v

(i)
1 . . . v

(i)
λi

), so
c̃′i = (τ(v

(i)
λi

) . . . τ(v
(i)
1 ). Define an element x ∈ S2n such that x(u

(i)
s ) = v

(i)
s and

x(τ(u
(i)
s )) = τ(v

(i)
s ). Then xσx−1 = σ̃ and xτ = τx (that is, x ∈ Bn). �
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Definition 2.6. Let λ be a partition and m, a positive integer. Then the twisted
Hurwitz numbers h∼m,λ is defined as

h∼m,λ
def
=

1

n!
#{(σ1, . . . , σm) | σs = (isjs), js 6= τ(is), s = 1, . . . ,m,

σ1σ2 . . . σm(τσmτ) . . . (τσ1τ) ∈ B∼λ }.(2.1)

Remark 2.7. τ is an involution, so the internal τ in (τσmτ)(τσm−1τ) . . . may be
omitted.

For a conjugacy class B∼λ of Bn denote

(2.2) C∼λ
def
=
∑
σ∈B∼λ

σ ∈ C[B∼n ].

Being a conjugacy class sum, C∼λ commutes with Bn. Also, call the set

Z(B∼n )
def
= {y ∈ C[B∼n ] | xyx−1 = y ∀x ∈ Bn}

a twisted center of Bn. It is clear that C∼λ ∈ Z(B∼n ) form a basis of Z(B∼n ).
Let now C[p] be a ring of polynomials where p = (p1, p2, . . . ) is an countable set

of variables. The ring C[p] is graded by the total degree of the polynomial, where
one assumes deg pk = k for all k = 1, 2, . . . . It is easy to see that a linear map
Ψ : Z(B∼n )→ C[p]n defined as

(2.3) Ψ(C∼λ ) = pλ
def
= pλ1

. . . pλs

is an isomorphism.
Define an operator CJ∼ : Z(B∼n )→ Z(B∼n ) by

CJ∼(σ) =
∑

1≤i<j≤2n
j 6=i,τ(i)

(ij)σ(τ(i)τ(j))

Definition 2.8. The twisted cut-and-join operator is a linear operator CJ∼ :
C[p]n → C[p]n making the following diagram commutative:

(2.4) Z[B∼n ]
CJ∼ //

Ψ

��

Z[B∼n ]

Ψ

��
C[p]n CJ∼

// C[p]n

Let now λ, λ′ be partitions such that |λ| = |λ′| = n. Take an element σ ∈ B∼λ
and consider a set

S(σ;λ′)
def
= {(i, j) |≤ i, j ≤ 2n, j 6= i, τ(i), (ij)σ∗(τ(i)τ(j)) ∈ B∼λ′}.

Proposition 2.9. For every x ∈ Bn and σ ∈ B∼λ the map (i, j) 7→ (x(i), x(j)) is a
bijection between S(xσx−1, λ′) and S(σ, λ′).

Proof. If (i, j) ∈ S(xσx−1;λ′) then (ij)xσx−1(τ(i)τ(j)) ∈ B∼λ′ and therefore
(x(i)x(j))σ(τ(x(i))τ(x(j))) = x−1(ij)xσx−1(τ(i)τ(j))x ∈ B∼λ′ by Proposition 2.5.
It means that (x(i), x(j)) ∈ S(σ, λ′). �

Corollary 2.10. The size of the set S(σ, λ′) for σ ∈ B∼λ depends on λ and λ′ only.

Proof. If σ′ ∈ B∼λ then by Proposition 2.5 there exists x ∈ Bn such that σ′ =
xσx−1. �
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We will be using “physical” notation for the matrix elements of a linear operator
CJ∼ : Z(B∼n )→ Z(B∼n ) (in the basis C∼λ ): CJ∼(C∼λ ) =

∑
λ′〈λ | CJ∼ | λ′〉 C

∼
λ′

Theorem 2.11. 〈λ | CJ∼ | λ′〉 = 1
2#S(σ, λ′) for any σ ∈ B∼λ .

Proof. By definition,

(2.5) CJ∼(C∼λ ) =
∑
σ∈B∼λ

CJ∼(σ) =
∑
σ∈B∼λ

∑
1≤i<j≤2n
j 6=i,τ(i)

(ij)σ(τ(i)τ(j)).

It follows from Proposition 2.9 that (2.5) is a sum of identical summands, so it is
equal to their number multiplied by each of them:

CJ∼(C∼λ ) = #B∼λ
∑
λ′

∑
1≤i<j≤2n
j 6=i,τ(i)

(ij)σ(τ(i)τ(j))∈B∼
λ′

(ij)σ(τ(i)τ(j)).

for any fixed σ ∈ B∼λ . Using Proposition 2.9 again, one obtains

CJ∼(C∼λ ) =
∑
λ′

∑
1≤i<j≤2n
j 6=i,τ(i)

(ij)σ(τ(i)τ(j))∈B∼
λ′

∑
τ∈B∼

λ′

τ

=
1

2

∑
λ′

#{(i, j) | j 6= i, τ(i), (ij)σ(τ(i)τ(j)) ∈ B∼λ′} C
∼
λ′ .

�

Consider the generating function H∼(β, p) of the twisted Hurwitz numbers de-
fined as follows:

H∼(β, p) =
∑
m≥0

∑
λ

h∼m,λ
m!

pλ1
pλ2

. . . pλsβ
m.

Theorem 2.12. H∼ satisfies the cut-and-join equation ∂H∼
∂β = CJ∼(H∼).

Proof. Fix a positive integer n and denote by H∼n a degree n homogeneous compo-
nent of H∼. The twisted cut-and-join operator perserves the degree, so H∼ satisfies
the cut-and-join equation if and only if H∼n does (for each n).

Let

Gn
def
=
∑
m≥0

∑
λ:|λ|=n

n!h∼m,λ
m!

C∼λ βm ∈ C[S2n]

where C∼λ is defined by (2.2). An elementary combinatorial reasoning gives

Gn =
∑
m≥0

βm

m!
(CJ∼)m(e2n)

where e2n ∈ S2n is the unit element. Clearly CJ∼(Gn) =
∑
m≥0

βm

m! (CJ∼)m+1(e2n) =∑
m≥1

βm−1

(m−1)! (CJ
∼)m(e2n) = ∂Gn

∂β . Applying Ψ one obtains ΨCJ∼(Gn) = Ψ(∂Gn∂β ) =
∂
∂βΨ(Gn). By (2.3), Ψ(Gn) = H∼n , hence ∂

∂βΨ(Gn) =
∂H∼n
∂β . By the definition of the

twisted cut-and-join operator, ΨCJ∼(Gn) = CJ∼(Ψ(Gn)) = CJ∼(H∼n ), and the
equality ∂H∼n

∂β = CJ∼(H∼n ) follows. �

Corollary 2.13. H∼(β, p) = exp(βCJ∼) exp(p1).
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Proof. It follows from (2.1) that h0,λ = 1
n! if λ = 1n and h0,λ = 0 otherwise. Thus,

H∼(0, p) = exp(p1), and the formula follows from Theorem 2.12. �

2.2. Surgery on cosets and the cut-and-join equation. To turn Corollary 2.13
into a formula for the twisted Hurwitz numbers we will need an explicit expression
for the operator CJ∼. The main result of this section is

Theorem 2.14. The twisted cut-an-join operator is given by the formula

(2.6) CJ∼ =
∑
i,j≥1

(i+ j)pipj
∂

∂pi+j
+ 2ijpi+j

∂2

∂pi∂pj
+
∑
k≥1

k(k − 1)pk
∂

∂pk

To prove it we will first calculate the matrix elements 〈λ | CJ∼ | λ′〉 for all
possible λ, λ′ explicitly.

Let σ ∈ Sk and 1 ≤ i < j ≤ k, for any k. Recall that the cycle structure of
the product σ′ = (ij)σ depends on the cycle structure of σ and the positions of
i and j as follows: if i and j belong to the same cycle (x1, . . . , x`) of σ, i = x1,
j = x`1+1, then in σ′ the cycle splits into two cycles (“a cut”): (i = x1, . . . , x`1)
and (j = x`1+1, . . . , x`). If i and j are in different cycles (i = x1, . . . , x`1) and
(j = y1, . . . , y`2) then in σ′ then the cycles glue together (“a join”) to the cycle
(i = x1, . . . , x`1 , j = y1, . . . , y`2).

Let σ ∈ B∼λ ⊂ B∼n where λ = 1a12a2 . . . nan ; in other words, the element σ ∈ S2n

contains ak pairs of τ -symmetric cycles of length k for any k = 1, . . . , n. Let
1 ≤ i < j ≤ 2n, j 6= τ(i) and σ′ def

= (ij)σ(τ(i)τ(j)) ∈ B∼λ′ . The cyclic structure of
σ′ depends on the position of i, j, τ(i), τ(j) and the cycles of σ; there are three
possible cases shown in Fig. 2.

The partition λ′ and the matrix elements 〈λ′ | CJ∼ | λ〉 in these cases are as
follows.
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Figure 2. Terms of CJ∼

Case 1. Here λ′ is obtained from λ by a cut:

λ′ = 1a1 . . . `
a`1+1
1 . . . `

a`2+1
2 . . . `a`−1 . . . nan

where `1 + `2 = ` and `1 6= `2, or

λ′ = 1a1 . . . `
a`1+2
1 . . . `a`−1 . . . nan

where `1 = `2 = `/2 (the term ` in λ is replaced by the two terms `1, `2 in
λ′). For a fixed σ ∈ B∼λ look for i, j such that σ′ def

= (ij)σ(τ(i)τ(j)) ∈ B∼λ′ .
The element σ contains 2a` cycles of length `, so there are 2`a` possible
positions for i. In σ′ the elements i and j are in different cycles; if `1 6= `2
then `1 may be the length of either. Then for `1 6= `2 the element j
should be at the same cycle in σ as i at a distance of `1 or `2 from it;
so there are two possible positions for j once i is chosen. It means that
〈λ′ | CJ∼ | λ〉 = 1

2#S(σ, λ′) = 2`a`. If `1 = `2 = `/2 then the position for
j is unique and 〈λ′ | CJ∼ | λ〉 = `a`.

Case 2. Here λ′ is obtained from λ by a join:

λ′ = 1a1 . . . `
a`1−1
1 . . . `

a`2−1
2 . . . `a`+1 . . . nan

where `1 + `2 = ` and `1 6= `2 or

λ′ = 1a1 . . . `
a`1−2
1 . . . `a`+1 . . . nan
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where `1 = `2 = `/2 (the terms `1, `2 in λ are replaced by the term `1 + `2
in λ′). If `1 6= `2 then i may belong to the cycle of either length. If i
belongs to the cycle of length `1 then there are 2a`1`1 possible positions for
it (cf. Case 1) and 2a`2`2 positiions for j; vice versa if i belongs to the cycle
of length `2. The matrix element is then 〈λ′ | CJ∼ | λ〉 = 4`1`2a`1`2a`2 .
If `1 = `2 = `/2 then i and j belong to cycles of the same length `1; the
cycle containing j contains neither i nor τ(i). Hence there are 4a`1(a`1 −1)
possibilities for choosing a pair of cycles to contain i and j and `21 possible
positions for i and j in them, and therefore 〈λ′ | CJ∼ | λ〉 = 2a`1(a`1−1)`21.

Case 3. Here λ′ = λ. As in the previous cases we have 2`a` possible positions for
i and ` − 1 positions for j 6= τ(i) (in the cycle τ -symmetric to the one
containing i) once i is fixed. Thus, 〈λ′ | CJ∼ | λ〉 =

∑
` 2`(`− 1)a`.

Proof of Theorem 2.14. It follows from Theorem 2.11 and Definition 2.8 that CJ∼pλ =∑
λ′〈λ | CJ∼ | λ′〉pλ′ .
For a given λ there are three types of λ′ such that 〈λ | CJ∼ | λ′〉 6= 0 listed above.

Hence CJ∼ is a sum of three terms.
Suppose λ′ is as in Case 1 with `1 6= `2. The monomial pλ contains pa`1`1

p
a`2
`2
pa``

and the monomial pλ′ , p
a`1+1

`1
p
a`2+1

`2
pa`−1
` ; the other factors are the same. So the

term in (2.6) acting on pλ and giving pλ′ is 2`p`1p`2
∂
∂p`

pλ = 2`a`pλ′ = 〈λ′ | CJ∼ |
λ〉pλ′ (actually there are two equal terms: i = `1, j = `2 or vice versa, hence the
factor 2).

If λ′ is as in Case 1 with `1 = `2 = `/2 then pλ contains pa`/2`/2 p
a`
` and λ′ contains

p
a`/2+2

`/2 pa`−1
` . So the only term in (2.6) acting on pλ and giving pλ′ is `p2

`/2
∂
∂p`

pλ =

`a`pλ′ = 〈λ′ | CJ∼ | λ〉pλ′ .
The calculations for the remaining two cases are similar. �

Corollary 2.15.

(2.7) CJ∼ =
∑
i,j≥1

(i+ j)(pipj + pi+j)
∂

∂pi+j
+ 2ijpi+j

∂2

∂pi∂pj

Proof. k − 1 is the number of pairs (i, j) such that i, j ≥ 1 and i + j = k. So the
second summand in the first term of (2.7) gives

∑
k k(k − 1) ∂

∂pk
. The other terms

in (2.7) and (2.6) are the same. �

3. Combinatorics

3.1. Lower triangular operators. First, remind some classical combinatorial no-
tation and facts; see [2] for proofs and more information.

Let C[x1, . . . , xn]Sn be the algebra of symmetric polynomials in n variables;
let also πn : C[x1, . . . , xn]Sn → C[x1, . . . , xn−1]Sn−1 be the operator acting as
πn(P )(x1, . . . , xn−1) = P (x1, . . . , xn−1, 0). Denote by C[x]S the projective limit
of C[x1]

π2← C[x1, x2]S2
π3← C[x1, x2, x3]S3

π4← . . . ; it is an algebra (called the al-
gebra of symmetric polynomial of infinitely many variables). It is isomorphic to
the algebra C[p] of polynomials of the variables p1, p2, . . . considered in Section
2.1 above; the algebra isomorphism S : C[p] → C[x]S sends pk to xk1 + xk2 + . . . ,
k = 1, 2, . . . . To keep notation simple we will often omit S in formulas, or denote
Sf

def
= f(x) ∈ C[x]S , where f = f(p) ∈ C[p].
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For a partition λ = (λ1 ≥ · · · ≥ λk) denote by sλ the Schur polynomial (see [2])
and by mλ, the monomial symmetric function: mλ

def
=
∑

1≤i1,...,ik x
λ1
i1
. . . xλkik . Both

sλ and mλ are bases in C[x]S , where λ runs through the set Λ of all partitions.
The set Λ is a POS with respect to the dominance order: µ = (µ1 ≥ · · · ≥ µk) �

λ = (λ1 ≥ · · · ≥ λk) if µ1 + · · · + µi ≤ λ1 + · · · + λi for every i = 1, . . . , k (if one
partition is shorter than the other then it is padded by zeros before comparison).

Proposition 3.1 ([2]).

sλ =
∑
µ�λ
|µ|=|λ|

Kλµmµ

where Kλµ ∈ Z≥0 (called the Kostka number) is the number of ways to fill the boxes
of the Young diagram of µ with λ1 ones, λ2 twos, etc., so that the entries were
nondecreasing in each row, and striclty increasing in each column.

In particular, Kλλ = 1 for each λ ∈ Λ; one may take formally Kλµ = 0 if µ 6� λ.
Let Λ be a finite POS with the partial order �; a linear space V with the basis

eλ indexed by λ ∈ Λ will be called a space with a POS basis. A linear operator
A : V → V is called lower triangular if

Aeλ =
∑
µ�λ

aλµeµ

for every λ ∈ Λ and some constants aλµ. (If � is a linear order then A is lower
triangular in the usual sense.) Lower triangular operators in a space with a POS
basis {eλ, λ ∈ Λ} form a linear space and share many of the properties of the usual
lower triangular matrices:

Lemma 3.2. (1) Eigenvalues of a lower triangular operator are equal to the
diagonal elements of its matrix in the basis eλ. In particular, a lower tri-
angular operator is invertible if and only if all its diagonal elements are
nonzero.

(2) A composition of two lower triangular operators is lower triangular. If a
lower triangular operator is invertible then its inverse is lower triangular,
too. Hence the set of invertible lower triangular operators is a group.

Proof. Assertion 1 is obvious if the order on Λ is linear. A partial order can be
extended it to a linear one; it remains to notice that a lower triangular operator
remains lower triangular after such extension. The proof of assertion 2 is a trivial
check. �

Definition 3.3. A lower triangular operator A is called simple if aλλ 6= aµµ for all
λ, µ ∈ Λ such that µ ≺ λ. A vector v ∈ V is called λ-regular, λ ∈ Λ, if

v = eλ +
∑
µ≺λ

bµλeµ

for some constants bλµ.

Theorem 3.4. A simple lower triangular operator has, for any λ ∈ Λ, a unique
λ-regular eigenvector vλ. The eigenvectors vλ, λ ∈ Λ, form a basis in V .
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Proof. Let vλ = eλ +
∑
µ≺λ bµλeµ. Then

Avλ = Aeλ +
∑
µ≺λ

bµλAeµ = aλλeλ +
∑
ν≺λ

aνλeν +
∑
µ≺λ

bµλ
∑
ν�µ

aµνeν

= aλλeλ +
∑
ν≺λ

(
aλν +

∑
µ:ν�µ≺λ

bµλaµν
)
eν

By Property 1 of Lemma 3.2, the eigenvector vλ satisfies the equation Avλ = aλλvλ,
which is equivalent to

(3.1) (aνν − aλλ)bνλ = −aλν −
∑

µ:ν≺µ≺λ

aνµbµλ

for all ν ≺ λ.
Use now the induction by ν � λ. (3.1) is a linear equation for bνλ with the

coefficient aνν − aλλ 6= 0 by assumption, and the right-hand side containing only
bµλ with ν ≺ µ ≺ λ which are supposed to be unique by the induction bypothesis.
So, bνλ is unique, too.

The transfer matrix from the standard basis eλ to vλ is lower triangular; all its
diagonal elements are equal to 1. So it is invertible by Property 1 in Lemma 3.2,
and vλ, λ ∈ Λ, is a basis. �

3.2. Twisted Schur polynomials. By Theorem 2.14, CJ∼ = CJ 0 +R where

CJ 0 =
∑
i,j≥1

(i+ j)pipj
∂

∂pi+j
+ ijpi+j

∂2

∂pi∂pj

is the classical cut-and-join, and

R =
∑
i,j≥1

pi+j((i+ j)
∂

∂pi+j
+ ij

∂2

∂pi∂pj
).

Both summands are diagonalizable. For the cut-and-join it is a classical state-
ment:

Proposition 3.5 ([3]). The eigenfunctions of the classical cut-and-join CJ 0 are
Schur polynomials sλ, and the eigenvalue associated to λ = (λ1 ≥ · · · ≥ λk) is

(3.2) φ(λ)
def
=

k∑
i=1

λi(λi − 2i+ 1).

Recall thatS : C[p]→ C[x]S is an algebra isomorphism sending pi to xi1+xi2+. . .
for all i = 1, 2, . . . . Then for R there is the following proposition:

Proposition 3.6. The operator SRS−1 : C[x]S → C[x]S is the restriction of
the operator x2

1
∂2

∂x2
1

+ x2
2
∂2

∂x2
2

+ . . . to C[x]S. Its eigenfunctions are the monomial
symmetric functions mλ, and the eigenvalue associated to λ = (λ1 ≥ · · · ≥ λk) is

(3.3) ψ(λ)
def
=

k∑
i=1

λi(λi − 1).

Proof. If pi =
∑∞
`=1 x

i
` then ∂pi

∂x`
= ixi−1

` . So if F ∈ C[x]S then ∂F
∂x`

=
∑
i≥1

∂F
∂pi
·

ixi−1
` , and therefore x2

`
∂2F
∂x2
`

=
∑
i≥1

∂F
∂pi
·i(i−1)xi`+

∑
i,j≥1

∂2F
∂pi∂pj

ijxi+j` . Summation
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over ` ≥ 1 gives
∑
i≥1 i(i−1) ∂F∂pi

∑
`≥1 x

i
`+
∑
i,j≥1 ij

∂2F
∂pi∂pj

∑
`≥1 x

i+j
` . =

∑
i≥1 i(i−

1)pi
∂F
∂pi

+
∑
i,j≥1 ijpi+j

∂2F
∂pi∂pj

= RF .
The proof of the other assertions is a simple verification. �

Let C[p]n ⊂ C[p] be the homogeneous component of degree n. Is is a space with
a POS basis of Schur polynomials sλ, λ ∈ Λn where Λn ⊂ Λ is the set of partitions
λ = (Λ1 ≥ · · · ≥ λk) with |λ| def

= λ1 + · · ·+ λk = n, with the dominance order.

Proposition 3.7. The operator CJ∼ : C[p]n → C[p]n is lower trinangular. The
eigenvalues of CJ∼ are equal to

(3.4) ξ(λ)
def
= φ(λ) + ψ(λ) = 2

k∑
i=1

λi(λi − i).

Proof. Lower triangular operators form a vector space, so for the first assertion it
suffices to prove that CJ 0 and R are lower triangular. CJ 0 is diagonal, hence lower
triangular, in the basis sλ. R is diagonal in the basis mλ, so its matrix in the basis
sλ is K−1 diag(ψ(λ))K where K = (Kλµ) is the matrix of Kostka numbers. K is
lower triangular [2] with respect to the dominance order, so R is lower triangular
by assertion 2 of Lemma 3.2.

By Propositions 3.5 and 3.6 and assertion 1 of Lemma 3.2 the diagonal elements
of CJ 0 and R are equal to φ(λ) and ψ(λ), respectively. Thus, the diagonal elements
of CJ∼ are φ(λ) + ψ(λ) = ξ(λ); by the same assertion 1 of Lemma 3.2 these are
the eigenvalues of CJ∼, too. �

In the rest of this subsection we are going to study eigenvectors of the operator
CJ∼.

Theorem 3.8. The operator CJ∼ is simple in the sense of Definition 3.3.

Corollary 3.9 (of Theorem 3.8 and Theorem 3.4). For any partition λ the twisted
cut-and-join operator has a λ-regular eigenvector s̃λ ∈ C[p]n, called twisted Schur
polynomial, with the eigenvalue ξ(λ) given by (3.4). The twisted Schur polynomials
form a basis in C[p].

To prove Theorem 3.8 we need two lemmas.
Let λ = (λ1 ≥ · · · ≥ λk); let p, q be integers such that 1 ≤ p < q ≤ k,

λp ≥ λp+1 + 1 and λq ≤ λq−1 − 1. Consider a partition µ = (µ1 ≥ · · · ≥ µk)
such that µp = λp − 1, µq = λq + 1 and µi = λi for all i 6= p, q; call the operation
λ 7→ µ a (p, q)-move. Apparently, a (p, q)-move preserves |λ| .

Lemma 3.10. Let |µ| = |λ| . Then µ ≺ λ if and only if there esists a sequence of
(p, q)-moves converting λ to µ.

Proof. If µ is obtained from λ by a (p, q)-move then, obviously, µ ≺ λ; this proves
the “if” part.

Notice now that if µ = (µ1 ≥ · · · ≥ µk), λ = (λ1 ≥ · · · ≥ λk), and µ1 = λ1 then
µ ≺ λ if and only if µ′ ≺ λ′ where µ′ = (µ2 ≥ · · · ≥ µk) and λ′ = (λ2 ≥ · · · ≥
λk). Thus, to prove the “only if” part it suffices to find a sequence of (p, q)-moves
converting µ to a partition ν such that ν ≺ λ and ν1 = λ1; the rest of the proof is
done by obvious induction.

Suppose that λ1 > µ1. By assumption, µ1 + · · ·+µi ≤ λ1 + · · ·+λi for all i and
µ1 + · · ·+ µk = λ1 + · · ·+ λk, so there exists a j ≤ k such that µj > λj . Then the
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(1, j)-move can be applied to µ; it increases µ1. Repeating this several times, one
obtains the required partition ν. �

Lemma 3.11. The mapping ξ : Λ→ Z (where Λ is the set of partitions) is strictly
monotonic: if µ ≺ λ then ξ(µ) < ξ(λ).

Proof. By Lemma 3.10 it suffices to prove that ξ(µ) > ξ(λ) if µ is obtained from λ
by a (p, q)-move. One has µp = λp + 1, µq = λq − 1 and µi = λi for all other i, so

ξ(µ)− ξ(λ) = (λp + 1)(λp + 1− p)− λp(λp − p) + (λq − 1)(λq − 1− q)− λq(λq − q)
= 2λp − 2λq − p+ q + 2 > 0.

�

Theorem 3.8 obviously follows from Lemma 3.11.

Remark 3.12. A similar calculations show that the eigenvalue functions φ and ψ of
the classical cut-and-join and of the operatorR, respectively, are strictly monotonic,
too. It proves that both operators are simple and therefore, diagonalizable, but it
is actually a known fact — see Propositions 3.5 and 3.6 above.

By Corollary 3.9 twisted Schur polynomials s̃λ, λ ∈ Λn, form a basis in C[p]n.
This, for all n ∈ Z≥0 together, implies that there exist coefficients ελ, λ ∈ Λ, such
that exp(p1) =

∑
λ∈Λ ελs̃λ.

Corollary 3.13 (of Corollary 2.13 and Corollary 3.9).

H∼(β, p) =
∑
λ∈Λ

ελ exp(βξ(λ))s̃λ.

No explicit formula for the coefficients ελ is known yet; finding one is a challeng-
ing task for the future research.

Similar to Proposition 3.7 one proves that the twisted cut-and-join operator CJ∼
is lower triangular in the basis of monomials symmetric functions, too: CJ∼(mλ) =∑

µ�λ
|µ|=|λ|

c̃λµmµ for all partitions λ. The matrix of CJ∼ in this basis appears to

be sparser than in the basis of Schur polynomials — many coefficients are indeed
zeros:

Proposition 3.14. c̃λµ = 0 if `(λ) ≥ `(µ) + 2, where ` means the number of parts
in a partition.

Proof. It is enough to prove that the operators ∂
∂pk

and ∂2

∂pi∂pj
applied to the mono-

mial symmetric polynomial mλ will give a sum of monomial symmetric polynomials
mµ such that `(µ) < `(λ). By [4, Theorem 1 and Example 1],

mλ =
∑
λ�µ

`(λ)≥`(µ)
|µ|=|λ|

Qλµpµ.

Furthermore, ∂pµ∂pk
= 0 if k is not a part of the partition µ, otherwise ∂pµ

∂pk
= c · pµ

where `(ν) = `(µ)− 1. Thus,
∂

∂pk

∑
λ�µ

`(λ)≥`(µ)
|µ|=|λ|

Qλµpµ =
∑
λ�ν

`(ν)≤`(λ)−1
|ν|=|λ|

Q′λ,νpν
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for some Q′λ,ν . Finally by [5], pν =
∑
ν�ν′ Rν′νmν′ , and by the interpretation

of the coefficients Rν′ν in terms of Young diagrams [6], one obtains Rν′ν = 0 if
`(ν) > `(ν′). Thus, ∂mλ

∂pk
is a sum of monomial symmetric functions mν′ such

that `(ν′) ≤ `(µ) ≤ `(λ) − 1. Applying the same reasoning for ∂2

∂pi∂pj
proves the

proposition. �

The authors are planning to write a separate paper on the combinatorics of the
twisted Schur polynomials and their parametric generalizations described below.

3.3. Parametric Schur functions. Consider a linear operator CJ t
def
= CJ 0 + tR

where t ∈ C; in particular, CJ 0 is the classical cut-and-join and CJ 1 = CJ∼, the
twisted cut-and-join.

Proposition 3.15. The operator CJ t : C[p]n → C[p]n is lower trinangular. The
eigenvalues of CJ t are equal to φ(λ) + tψ(λ) where φ(λ) and ψ(λ) are defined by
(3.2) and (3.3), respectively.

The proof is identical to that of Proposition 3.7 above.
The value t ∈ C is called generic if CJ t is a simple operator. By Proposition

3.15 the set of generic t is given by a finite number of inequalities between linear
functions; it is nonempty because t = 1 is generic by Theorem 3.8. Hence the set
of non-generic t ∈ C is finite.

The eigenpolynomials of CJ t, for t generic, will be called parametric Schur func-
tions and denoted by s̃λ(t, p). They are polynomial in p and rational functions of
the parameter t. We will sometimes omit the argument p in notation.

Example 3.16. s̃1n(t) = en (the elementary symmetric function) for any t. Indeed,
en = m1n (the monomial symmetric function), so it is an eigenfunction of R. At
the same time, en = s1n (the Schur polynomial), so it is an eigenfunction of CJ 0

and is 1n-regular with respect to the basis of Schur polynomials (1n is minimal with
respect to the dominance order). So, en is an eigenfunction of CJ t = CJ 0 + tR.

Example 3.17. Let λ = (λ1 ≥ · · · ≥ λk) ∈ Λ. For t = −1 the parametric Schur
function s̃λ(−1) is equal to eλ

def
= eλ1 . . . eλk . To prove it notice that CJ−1 =

CJ 0 − R is a first order differential operator (i.e. a vector field). Therefore it
satisfies the Leibnitz rule CJ−1(fg) = fCJ−1(g) + CJ−1(f)g. The polynomial en
is an eigenfunction of CJ−1 by Example 3.16, so the Leibniz rule implies that eλ
is an eigenfunction, too. It is easy to see that eλ is λ-regular with respect to the
basis of Schur polynomials, so eλ = s̃λ(−1).

Thus, parametric Schur functions is a family containing classical Schur poly-
nomials (at t = 0), twisted Schur polynomials (at t = 1), elementary symmetric
functions (at t = −1) and monomial symmetric functions (at t = ∞). General
structure of parametric Schur functions is not clear yet; we formulate a conjecture
based on numerical experiments.

Express parametric Schur functions as linear conbinations of classical Schur poly-
nomials:

s̃λ(t) =
∑
µ�λ
|µ|=|λ|

ãλµ(t)sµ.
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Conjecture 3.18. aλµ(t) are rational functions with integer coefficients. If λ =
(λ1, ..., λk) where λ1 ≥ λ2 ≥ · · · ≥ λk then the common denominator of all aλµ,
µ � λ, is equal to the product

(3.5)
∏

1≤q≤k
0≤p≤λq−1

((p− 1)t+ bp,q)

where bp,q = p+ 1 + #{j > q : λj ≥ λq − p}.

In other words, the product is taken over the set of cells of the Young diagram
of λ, and bp,q is the length of a hook starting at the cell (p, q) and going up to the
first (longest) row and then right until the column becomes shorter than λq − p.

Example 3.19. s̃31 = s31 − 2t
2t+3s1121 + t(2t+1)

(t+2)(2t+3)s13 ; the common denominator
is (t+ 2)(2t+ 3).

Remark 3.20. The notion of a common denominator is defined up to a nultiplicative
constant, so the constant terms with p = 1 in (3.5) should not be taken into account.

Remark 3.21. We cannot yet make any sensible conjecture about numerators of
aλµ(t). In particular, they are not always decomposable into linear factors with
integer coefficients. The minimal counterexample is the numerator of a4121,2212(t)
containing a quadratic factor irreducible over Z.
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