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Database S1
**Materials and Methods**

**Site Locations**
We reconstructed surface and subsurface temperature variability at Ocean Drilling Program (ODP) Site 806 in the Western Equatorial Pacific (WEP) warm pool and ODP Site 849 in the Eastern Equatorial Pacific (EEP) cold tongue (Fig. S1). Compared to several previous reconstructions(11-13, 33, 34) our sites are better located to directly monitor changes in SST and thermocline depth strongly associated with ENSO dynamics. ODP Site 806, located on the Ontong Java Plateau (0°N, 159°E, 2520 m water depth) is used to monitor the mean state and variability in the Western Equatorial Pacific (WEP) Ocean. ODP Site 849, located within the core of the equatorial cold tongue extension (0°N, 110°W, 3839 m water depth) is used to monitor the mean state and variability in the Eastern Equatorial Pacific (EEP) Ocean. Equatorial Pacific ODP Sites 806 (WEP) and 849 (EEP) were selected because these sites experience large interannual and centennial variability in the modern ocean (Fig. S1). Age models for each site are based on high-resolution benthic isotope records(35, 36). Using Analyseries(37) the previous age model for Site 849(36) was slightly adjusted to better match with the LR04 Last Glacial Maximum (LGM) and deglacial period. Ages for core-top samples were calculated using the average sedimentation rate for the last 100 kyrs (Table S1). Additionally, discrete sediment samples from these sites integrate several hundreds of years of variability. While secular SST trends over the timespan represented by a sample could influence reconstructed variability at these sites, the relatively small SST changes over <1000 years documented in these regions(38, 39) suggests that seasonal and interannual frequencies of variation dominate the variability that our samples record.

**Foraminifera Analysis**
In order to investigate climate variability from the mid-Holocene to the Last Glacial Maximum and glacial period, surface and subsurface-dwelling individual foraminifera shells from Sites 806 and 849 were analyzed. Individual shells of surface-dwelling *Globigerinoides sacculifer* (without final sac-like chamber) and subsurface-dwelling *Globorotalia tumida* were picked for analysis (Table S3). Due to their preferred depth habitat, *G. sacculifer* were used to construct shallow mixed layer temperatures (~15 m), and *G. tumida* were used to construct subsurface temperatures [depth habitat ~100 m, independent of thermocline depth\(^{(26, 40)}\)]. Approximately 60-70 individuals of *G. sacculifer* and *G. tumida* were analyzed for minor elements and, in some instances, depth intervals were combined (Table S3). To minimize size dependent ontogenetic/kinetic effects on geochemical composition, only individuals from a restricted size range (355-425 µm) were analyzed. Individuals of *G. sacculifer* were analyzed via laser ablation on an Inductively Coupled Plasma-Mass Spectrometer (LA-ICP-MS) while individuals of *G. tumida* were analyzed via Inductively Coupled Plasma-Optical Emission Spectrometer (ICP-OES).

Due to their small mass size, *G. sacculifer* specimens were analyzed via laser ablation (Photon Machines Analyte.193 with HeLex sample cell) coupled with a Thermo ElementXS ICP-MS (LA-ICP-MS). Here we use similar preparation and analysis techniques as those developed by others(41-43). Prior to analysis, samples were sonicated in deionized water for 5-10 seconds, rinsed with methanol and dried. The final chamber was severed from the whole of the foraminifera and mounted onto carbon tape. Between
five to eight spots ~30 mm in diameter were analyzed for selected isotopes ($^{11}$B, $^{24}$Mg, $^{25}$Mg, $^{27}$Al, $^{43}$Ca, $^{44}$Ca, $^{55}$Mn, $^{66}$Zn, $^{88}$Sr) and integrated for a mean minor elemental signal. $^{27}$Al, $^{55}$Mn, $^{66}$Zn were specifically monitored for clay and oxide contamination. Data acquisition was between 40-60s per spot analysis. NIST glass standards were analyzed at 4Hz and 1.13 laser fluence. Carbonate standard reproducibility for Jct-1-Plug and MACS-3 for Mg/Ca was 1.35 ± 0.15 and 7.61 ± 0.47 mmol/mol, respectively (1s, n=280 and 582). Specimens were analyzed from the inner shell surface to the outside to minimize surface heterogeneity during ablation. Average intra-test variability for Mg/Ca is 0.11 mmol/mol, which is comparable to a previous study (42). Eggins et al. (2003) have shown that LA-ICP-MS can reliably determine the range and variability of modern and Holocene temperature from a population of cold-dwelling and tropical planktonic foraminifera such as G. sacculifer. Globigerinoides sacculifer Mg/Ca values were converted to temperature using a Mg/Ca dissolution correction(44) and a multispecies temperature equation(45). ∆[CO$_3^{2-}$] values for the Mg/Ca dissolution correction were calculated using the GLODAP ocean carbon(46) and World Ocean Atlas temperature(47) datasets and estimated to be 5.69 mmol/kg and -13.06 mmol/kg for Site 806 and 849, respectively. Although ∆[CO$_3^{2-}$] changes between the Holocene and LGM(48), we do not correct for them here.

Individual G. tumida specimens were analyzed via ICP-OES. Crushed individual G. tumida were rinsed and sonicated in Milli-Q and methanol, cleaned with reductive and oxidative reagents, and transferred into 1.5mL acid cleaned vials for a weak acid leach and final rinse before minor-element analysis(49, 50). A PerkinElmer Optima 8300 ICP-OES was used to measure minor-element ratios(51). Long term Mg/Ca reproducibility for a liquid consistency standard and foraminifera standards are 3.318 ± 0.030 mmol/mol (1s, n=401) and 3.737 ± 0.181 mmol/mol (1s, n=103) respectively. Here we use the G. tumida-specific temperature calibration(52), which results in a good match between core-top estimated temperatures and local modern hydrographic data at ODP Sites 806 and 849.

Supplementary Text

Data Analysis: Quantile-Quantile (Q-Q) Plots

ENSO variability is not normally distributed because the El Niño phase is more extreme than the La Niña phase(7, 14). Therefore, application of statistical tests that assume normality (e.g. standard deviation, variance) can lead to erroneous conclusions. Here we use a statistical visualization called a Q-Q (Quantile-Quantile) plot to compare the range and distribution of populations of individual foraminifera (described below). For reference, unaltered Mg/Ca data is plotted in Fig. S2.

Probability Density Functions (pdfs) are generated from each data set and indicate the probability that a sample taken at random will fall within a given distribution of temperature values (hereafter referred to simply as a distribution). As we are specifically interested in changes in seasonality and interannual variability, which typically impact the tails of a distribution, we are interested in how the tails of two distributions are different from one another. In a Q-Q plot (Fig. S3 for an example), the quantiles of each
probability distribution are plotted against each other; that is, the quantile of one
distribution (from one sample) is on the horizontal axis and are plotted against the
equivalent quantile of another distribution (from a different sample) on the vertical axis
creating a series of points. If the mean and variability of two samples are the same, they
plot along the one-to-one line. Changes in the mean, without changes in distribution,
uniformly shifts the Q-Q series of points so that they are arranged in a line that is parallel
to the one-to-one line. Changes in the distribution (e.g., standard deviation, skewness,
kurtosis for normal distributions) pull the Q-Q series of points away from lines parallel to
the one-to-one line. We estimate the uncertainty in distributions on these Q-Q plots using
a Monte Carlo approach (Fig. S3 for an example), by resampling the cumulative
distribution function (CDF) of the observed temperature distributions. Treating the CDF
as a continuous function, it was resampled using random numbers to yield a dataset with
the same number of temperatures as the original dataset. Quantiles in two percent
increments (i.e. 50 bins) were then generated from the resampled datasets and plotted
over the original data (see Fig. S3 for an example). This process was repeated 1000 times
to produce an estimate of the variability in the Q-Q plot analysis due to sampling of the
population distribution. The 90% confidence limits along the Y-direction were calculated
for each quantile of the x-axis dataset, thus defining a 90% contour of the Monte Carlo
distribution. In addition to the 1:1 line (grey dashed line), a mean adjusted 1:1 line (black
dashed line) was also plotted to account for changes in the mean between the compared
samples. Where the 1:1 line falls outside of the 90% confidence contours, this indicates
the distributions are significantly different from one another at the 90% confidence limit.

Due to low numbers of individuals in some depth intervals, data from adjacent
stratigraphic intervals were combined to increase the number of individuals in the
Holocene-LGM comparison (Table S1). Prior to this combination, Q-Q plots and Monte-
Carlo uncertainties of the separate samples were used to ascertain whether these adjacent
depth intervals had similar temperature distributions. In these analyses the number of
quantile bins was reduced to 25 because the number of individual foraminifera analyzed
ranged from N= 26-70. These comparisons are shown in Figs. S3, S4, S5, S6 and S7 and
demonstrate that samples that were combined for analysis have similar temperature
distributions within sampling uncertainty.

Q-Q Plots of Modern Hydrographic Data
The ENSO signal in the modern hydrographic data at the locations of Sites 806 (Fig. S8
A/C) and 849 (Fig. S8 B/D) was manipulated in order to demonstrate how to extract
information regarding changes in variability at different timescales from Q-Q plots.
Monthly mean temperatures from 1958-2007 from the SODA v2.4 re-analysis dataset(53)
were identified as Normal, El Niño or La Niña using the National Oceanic and
Atmospheric Administration Climate Prediction Center’s Oceanic Nino Index (ONI)
applied to the Niño 3.4 SST time series. For the “No ENSO” trace (red), months
identified as El Niño or La Niña were removed and replaced by the normal climatological
monthly mean. In contrast, for the “Increased ENSO” (pink), months identified as El
Niño or La Niña, the average amplitude of the excursion from the normal climatological
mean was increased by 50%. Similarly, for the seasonality, the average seasonal
excursion from the normal climatological mean was increased (blue) or decreased
(turquoise) by 50% and added to the temperature. At Sites 806 and 849, manipulation of
the ENSO cycle clearly impacts the Q-Q trace, while changes in seasonality do not clearly impact the Q-Q trace (i.e. the distributions fall on or near the one-to-one line). Additionally, normal monthly means were manipulated to simulate decadal changes in seasonality (±1°C, e.g. Pacific Decadal Oscillation). Similar to changes in seasonality, simulated decadal variability has minimal impact on the Q-Q distribution (Fig. S9).

Comparison of Modern Hydrographic Data and Foraminifera Fluxes

Site 806: As a proxy for sea surface temperature (SST), the *G. sacculifer* derived temperature distribution from the core-top of Site 806 matches well with SODA hydrographic data at 15 m water depth. As a proxy for subsurface temperature, *G. tumida* derived temperature distributions are generally cooler and have a broader distribution than SODA hydrographic data at 97 m water depth. Though production and export for a certain season could explain temperature discrepancies, nearby sediment trap experiments indicate a relatively uniform export flux of *G. sacculifer* and *G. tumida* throughout the annual cycle(54). For *G. tumida*, a broad subsurface temperature range may be attributed to a depth habitat that is partially within the upper thermocline, (i.e., an environment with a strong temperature gradient). However, the benefit of comparing Holocene *G. tumida* temperature variability records to LGM *G. tumida* temperature variability records is that these potential biases are effectively minimized because they are inherent to both data sets.

Site 849: As a proxy for SST, the *G. sacculifer* derived temperature distribution from Site 849 is generally warmer than SODA hydrographic data at 15 m water depth. Nearby in the Panama Basin, sediment trap data indicates *G. sacculifer* has a maximum flux peak during summer months (June to September) with a secondary peak during winter (December to March)(55). Locally for Site 849, this flux pattern would result in a slight over-representation of moderate, not extreme warm, SSTs. Though *G. sacculifer* prefers warm temperatures and the minimum temperature recorded by *G. sacculifer* within this study is ~24°C, *G. sacculifer* is known to precipitate shells within the EEP at ~21°C(56). Consequently, the absence of cold temperatures during the glacial period is not due to biological limitation of *G. sacculifer*. As a proxy for subsurface temperature, *G. tumida* derived temperature distributions are generally cooler and have a normal distribution in comparison to the SODA hydrographic data at 97 m water depth, which is skewed toward warm subsurface temperatures due to fluctuations in thermocline depth likely related to ENSO(57). Though not specifically discussed in sediment trap data from the Panama Basin, nonspinose foraminifera, such as *G. tumida*, have a maximum flux during the season of maximum upwelling(55), which corresponds to moderately cool subsurface temperatures at Site 849. As with Site 806 we chose to compare Holocene and LGM distributions to minimize these biases.

The Impact of Bioturbation on Individual Foraminifera Datasets

Bioturbation of marine sediments, the process by which sediment is mixed by benthic organisms, impacts sedimentary records by mixing stratigraphically older sediments into younger horizons and somewhat vice versa. For individual foraminifera datasets reported here, the greatest concern is the possibility that individuals from the LGM may have mixed up into the late Holocene horizon(58) thus artificially enhancing late Holocene variability. Stott and Tang (1996) showed probable contamination of δ¹⁸O enriched LGM
individuals into Holocene samples. This impacts the overall surface temperature reconstructions by potentially minimizing the true magnitude of temperature change and enhancing Holocene $\delta^{18}O$ variability. The $\delta^{18}O$ values of individual foraminifera are impacted by both ice volume and temperature change. In the Stott and Tang (1996) study, the ice volume signal accounts for nearly 2/3 of the $\delta^{18}O$ shift from the Holocene to the LGM. In contrast, our study uses the Mg/Ca of individual foraminifera which primarily records temperature. Consequently, the impact on variability due to the contamination of LGM individuals into the Holocene sample for individual Mg/Ca analyses is much smaller than the individual $\delta^{18}O$ analyses used in the Stott and Tang (1996) study. Additionally, the degree of smoothing of marine records by bioturbation is proportional to the sedimentation rate. As the sedimentation rates at our study sites are nearly twice the sedimentation rates for the box cores used in the Stott and Tang (1996) study, bioturbation is likely to be less of an issue at our study locations. Nevertheless, as the Late Holocene variability is significantly higher than the LGM variability at Site 849, possible mixing from bioturbation has the greatest impact on our interpretation at this location.

To examine the possible impact of mixing LGM individuals up into the Late Holocene at Site 849, we carried out the following sensitivity test: the four coldest individuals from the LGM were added twice to the original Late Holocene population to create an altered Late Holocene population. That is, eight cold LGM individuals were added to the Late Holocene population to see the possible impact of bioturbation “contamination” on the Q-Q plot distributions (Fig. S10). This sensitivity test roughly approximates the number of LGM individuals “contaminating” the Holocene samples in the Stott and Tang (1996) study and simulates the maximum alteration possible. For completeness, we repeated this experiment with the four warmest individuals from the LGM (Fig. S10). The addition of cold or warm LGM individuals does not significantly affect the distribution of the original Late Holocene population. Additionally, the “bioturbated” Late Holocene population compared to the LGM population has essentially the same distribution as the original Late Holocene population compared to the LGM population. Consequently, the impact of bioturbation on our distributions and interpretations is likely to be minimal.

Reanalysis of Previously Published Individual Foraminifera Datasets
Using the Q-Q analysis described above, we reevaluated previously published individual foraminifera datasets to construct a coherent picture of possible changes in ENSO variability during the LGM. To compare the published datasets to each other, and to interpret them within the context of our study, we consider choice of location (Fig. S11), choice of foraminiferal species, and possible impact of changes in the mixed layer and thermocline on individual foraminifera SST distributions.

Koutavas and Joanides (2012)
Koutavas and Joanides (2012) generated individual foraminifera $\delta^{18}O$ data at a site in the far EEP and interpreted their data as indicating that ENSO variability was enhanced in the LGM compared to the Late Holocene. However, consideration of the hydrographic variability at their site supports an alternative interpretation that is complementary with our study. Koutavas and Joanides (2012) generated $\delta^{18}O$ values from individual $G. ruber$ shells at core V21–30 (1° 13′S, 89° 41′W, 617 m depth) and use variance as a measure of
ENSO variability. However, at this site, seasonality and ENSO impact variance equally and variance is a poor measure of ENSO variability. Here we reanalyze the Koutavas and Joanides (2012) dataset using the Q-Q methods described above.

*Globigerinoides ruber* is a shallow mixed-layer species and average core-top $\delta^{18}$O values from Koutavas and Joanides (2012) are consistent with a calcification depth of ~5 m. Modern hydrographic data at 5 m depth was converted to $\delta^{18}$O$_{\text{calcite}}$ for further Q-Q comparison. First, $\delta^{18}$O$_{\text{water}}$ was estimated using the gridded $\delta^{18}$O database and salinity-$\delta^{18}$O$_{\text{water}}$ relationship of (59) combined with salinity values from the SODA dataset. Second, these $\delta^{18}$O$_{\text{water}}$ estimates and SODA v2.4 monthly mean temperatures were converted to $\delta^{18}$O$_{\text{calcite}}$ using the paleotemperature equation of (60). In Fig. S12A, altered modern hydrographic data show that changes in seasonality have a stronger impact on the warm and cold tails of the distribution than ENSO. Our Q-Q plots of the $\delta^{18}$O values from glacial *G. ruber* samples compared to the core-top sample from core V21–30 provide little support for a change in distribution (Fig. S13). In general, the $\delta^{18}$O$_{\text{calcite}}$ values plot on an offset, one-to-one line and indicate there was no change in $\delta^{18}$O$_{\text{calcite}}$ distribution between the Late Holocene and LGM and glacial intervals. Similar results for other Late Holocene intervals compared to LGM and glacial intervals were also found (figures not shown).

Recent statistical analyses by (22) suggest that $\delta^{18}$O-based temperature variability reconstructions from *G. ruber* from core V21–30 used in the Koutavas and Joanides (2012) study are not likely to identify changes in ENSO, but are likely to capture changes in seasonality. A robust result among climate models that simulate ENSO activity indicates there is an inverse relationship between the seasonal cycle and ENSO (3, 61). For example when ENSO intensity decreases, the seasonal cycle increases. We suggest the robust decrease in variability during the LGM in comparison to the late Holocene recorded at Site 849 (e.g., Figure S3, this study) is masked at V21-30 by an increase in seasonality. That is, the decrease in ENSO strength found at Site 849 is not detectable at V21-30 because seasonality increased, thereby offsetting the decrease from ENSO. Therefore we interpret the $\delta^{18}$O data at site V21-30 Koutavas and Joanides (2012) to indicate enhanced seasonality during the LGM in comparison to the late Holocene.

Sadekov et al. (2013)

Sadekov et al. (2013) generated $\delta^{18}$O- and Mg/Ca-based variability reconstructions at a site in the far EEP, south of the study of Koutavas and Joanides (2012). Although they interpreted their data as greater ENSO variability during the LGM in comparison to the Late Holocene, consideration of their choice of species and changes in the LGM thermocline supports an alternative interpretation that is consistent with our *G. tumida* data from Site 849. In their study, they generated $\delta^{18}$O and Mg/Ca values from repetitive measurements of 2-3 *Neogloboquadrina dutertrei* shells to reconstruct subsurface variability at site CP38-17P (1° 21’S, 90° 15’W, 2580 m depth) within the cold tongue. However, multispecies stable isotope reconstructions of the upper water column suggest the mixed layer was thicker and the thermocline was deeper in the eastern Pacific cold tongue during the LGM in comparison to today(24, 25, 62). These thermocline changes affect interpretations of subsurface variability reconstructions from foraminifera. Here we
reanalyze the Sadekov et al. (2013) dataset using the Q-Q methods described above (Fig. S14 and S15).

Within the cold tongue region, *N. dutertrei* has a deep calcification depth and average core-top δ\(^{18}\)O values from Sadekov et al. (2013) are consistent with a calcification depth of ~120 m. As the Sadekov et al. (2013) study uses both Mg/Ca and δ\(^{18}\)O values of *N. dutertrei*, we compare the Mg/Ca values to altered SODA v2.4 monthly mean temperatures (see Q-Q Plots of Modern Hydrographic Data above) and δ\(^{18}\)O values to modern hydrographic data converted to δ\(^{18}\)O\(_{\text{calcite}}\) (see Koutavas and Joanides section above) at 112 m depth. In Figs. S12 B and D, altered modern hydrographic data show that changes in ENSO have a strong impact on the warm end of the distribution whereas seasonality has little influence on the distribution. Our Q-Q plots of Sadekov et al.’s δ\(^{18}\)O (Fig. S14) and Mg/Ca (Fig. S15) values from glacial *N. dutertrei* shells compared to the core-top suggest enhanced variability during the LGM in comparison to the Late Holocene (though not statistically significant). This is similar to our observation using Mg/Ca derived temperature values of *G. tumida* at Site 849. Site CP38-17P (Sadekov et al., 2013) and Site 849 (this study) are similarly located in the EEP cold tongue where the thermocline is shallow and steep. Although enhanced variability could be consistent with an increase in ENSO (Fig. S12 B and D), known changes in the upper ocean structure within the EEP cold tongue(24, 25, 62) complicate this interpretation.

Within the EEP cold tongue, *N. dutertrei* and *G. tumida* calcify within the lower portion of the thermocline(26, 40) where there is a relatively small temperature change with depth, and therefore small changes in the depth of the thermocline results in relatively small variability in recorded temperatures. The enhanced variability during the LGM recorded by *N. dutertrei* and *G. tumida* within the EEP cold tongue is likely an artifact of a thicker mixed layer and deeper thermocline during the LGM in comparison to the Late Holocene. During the LGM, *N. dutertrei* and *G. tumida* were likely calcifying within the upper thermocline where there is a relatively large temperature change with depth. Therefore, small movements of the thermocline resulted in an apparent increase in variability during the LGM in comparison to the Late Holocene. Furthermore, the lack of cooling in the measurements on LGM *N. dutertrei* and *G. tumida* subsurface species is consistent with this interpretation: calcification in upper, warmer thermocline waters would counteract any LGM cooling. Alternatively, in the modern ocean, subsurface variability in the EEP thermocline is forced locally and remotely by seasonal winds(57); hypothetically, higher subsurface variability could indicate increased seasonal vertical migration of the thermocline, responding to increased seasonal variations in winds during the LGM in comparison to the Late Holocene. However, changes in thermocline structure are more likely to be driving the changes in subsurface variability reconstructions seen within the EEP during the LGM in comparison to the Late Holocene.

While thermocline variability is strongly associated with modern ENSO events(63), a thicker mixed layer and deeper thermocline within the cold tongue during the LGM complicate ENSO interpretations that are based on subsurface variability reconstructions alone. Sea surface variability reconstructions from locations with strong ENSO signals, separate from changes in seasonality, like those at Site 849 (this study) may provide a more straightforward record of ENSO variability through time.
Leduc et al. (2009) generated individual foraminifera $\delta^{18}O$ values at a site in the Eastern Pacific Warm Pool (EPWP). Consistent with our study, they interpreted their data as indicating that ENSO variability was reduced during the LGM compared to the Late Holocene. In their study, they generated $\delta^{18}O$ values from *N. dutertrei* at site MD 02-2529 ($8^\circ 12' N$, $84^\circ 07' W$, 1619 m depth) and use variance as a measure of ENSO. We reanalyze the Leduc et al. (2009) dataset using the Q-Q methods described above to determine whether their findings are robust using the same methodology as in our study.

*Neogloboquadrina dutertrei* is known to shift its depth habitat, preferring a shallow depth habitat in places with a well-defined shallow thermocline such as the EPWP (27, 40) and a deeper habitat in places such as the EEP. Average core-top $\delta^{18}O$ values from Leduc et al. (2009) are consistent with a calcification depth of ~50 m. Because the Leduc et al. (2009) study uses $\delta^{18}O$ values of *N. dutertrei*, modern hydrographic data at 58 m depth was converted to $\delta^{18}O_{calcite}$ for further Q-Q comparison (see Koutavas and Joanides section above). In Fig. S12C, altered modern hydrographic data show that changes in ENSO have a strong impact on the warm and cold ends of the distribution whereas seasonality has little influence on the distribution. Our Q-Q plots of the $\delta^{18}O$ values from glacial *N. dutertrei* compared to the core-top suggest reduced variability during the glacial period in comparison to the Late Holocene (Fig. S16). This is consistent with a reduction in ENSO (Fig. S12C) during the LGM in comparison to the Late Holocene, and agrees with the original interpretation of Leduc et al. (2009).

Though upper ocean structure changed within the cold tongue (24, 25, 62), the mixed layer and thermocline depth in the EPWP was relatively stable: ice-volume corrected $\delta^{18}O$ values from Leduc *et al.* suggest the subsurface was ~2°C (~0.5‰) cooler during the LGM in comparison to the Late Holocene, which is similar in magnitude to previously published sea surface temperature estimates for the EPWP region from multiple sites and proxies (~2.3°C, see Western Equatorial and Eastern Equatorial Pacific SST Gradients section below). These data indicate *N. dutertrei* maintained its calcification position with respect to the thermocline and therefore, unlike in the EEP cold tongue, was not impacted by LGM thermocline adjustments.

Leduc et al. show *N. dutertrei* lives in a zone of significant thermocline variability related to ENSO in the modern ocean, which is also seen in the Q-Q plots of modern hydrographic data (Fig. S12C). The $\delta^{18}O$ values from individual *N. dutertrei* show reduced thermocline variability, suggesting a reduction in ENSO during the glacial period in comparison to the Late Holocene (Leduc et al., 2009).

In summary, our re-analysis of previous individual foraminifera studies suggests that during the LGM (1) reduced variability in locations and species sensitive to ENSO, (2) increased variability in locations and species sensitive to the seasonal cycle and (3) increased variability in locations and species affected by a deep thermocline unrelated to ENSO. Together these data indicate a reduction in ENSO variability and increased seasonality during the LGM.
Western Equatorial and Eastern Equatorial Pacific SST Gradients

Previous authors have suggested a strong inverse relationship between the zonal SST gradient between the WEP and EEP and ENSO variability\(^{11, 12}\) in that when the gradient is strong, ENSO is weak. Here we evaluate our variability reconstructions with respect to spatial changes in SST and WEP-EEP zonal SST reconstructions during the LGM and Late Holocene. We synthesized previously generated SST records [Table S3, \(^{27, 28, 39, 64-70}\)] and employ a time slice from the Holocene (4-6 ka) and Last Glacial Maximum (18-20 ka). Using the published age models, and Mg/Ca- and Uk’37-derived temperatures, we calculated the temperature difference from the LGM to Holocene for the WEP, EPWP and EEP, which are plotted on the modern SST field (Fig. S17). We find the WEP and EPWP had a similar magnitude of cooling between the LGM and Late Holocene (~2.7 and 2.3°C, respectively) while the cold tongue cooled by only ~1.6°C. Overall, the zonal temperature gradient between the WEP and EEP was reduced and our single foraminifera results suggest reduced ENSO variability during the LGM in comparison to the Late Holocene. Therefore, our analysis does not support a strong inverse relationship between ENSO strength and the zonal temperature gradient. Instead our analysis is consistent with recent modeling results showing weaker ENSO when the zonal SST gradient is reduced\(^{29}\).
Fig. S1. Modes of Variability in the Tropical Pacific. Mean annual sea surface temperatures (calculated from Rayner et al., 2003) (A). Variability (standard deviation) of monthly sea surface temperatures 1870 – 2008 (B) and of monthly values with the annual cycle removed (C), and the proportion of total SST variability due to the annual cycle (D). Cool colors in (D) are regions dominated by interannual to centennial variations while warm colored regions are dominated by the annual cycle.
Fig. S2
Mg/Ca (mmol/mol) values of *G. sacculifer* and *G. tumida* from the WEP and EEP. *G. sacculifer* Mg/Ca values were collected via LA-ICP-MS while *G. tumida* Mg/Ca values were collected via ICP-OES.
Fig. S3
Q-Q plots for subsurface dwelling *G. tumida* from the WEP. Depth intervals 0-2 cm (~3 ka, Holocene), 51-53 cm (~19 ka, LGM) and 53-55 cm (~20 ka, LGM) from ODP Site 806 are compared in Q-Q plots. Cumulative distribution function (red line), Monte Carlo resampling (grey dots) and 90% confidence limits (blue lines) are shown. When the LGM samples are compared to each other (A) there is little difference in the distributions between the two populations. Similarly, when the LGM samples are compared to the Holocene sample (B and C), they have comparable distributions. Therefore, the two LGM samples are aggregated and compared to the Holocene sample.
Fig. S4

Q-Q plots for surface dwelling *G. sacculifer* from the EEP Holocene and LGM, Depth intervals 6-8 cm (2.8ka, Holocene), 15-18 cm (5.6ka, Holocene), and 74-80 cm (20.3ka, LGM) from ODP Site 849 are compared (symbols and colors as in Fig. S3). When the Holocene samples are compared to each other (A) there is little difference in the distributions between the two populations. Similarly, when the Holocene samples are compared to the LGM sample (B and C), they have comparable distributions. Therefore, the two Holocene samples are aggregated and compared to the LGM sample.
Fig. S5

Q-Q plots for surface dwelling *G. sacculifer* from the EEP Holocene and Glacial. Depth intervals 6-8 cm (2.8ka, Holocene), 15-18 cm (5.6ka, Holocene), and 85-87 cm (21.5ka, glacial) from ODP Site 849 are compared (symbols and colors as in Fig. S3). When the Holocene samples are compared to each other (A) there is little difference in the distributions between the two populations. Similarly, when the Holocene samples are compared to the glacial sample (B and C), they have comparable distributions. Therefore, the two Holocene samples are aggregated and compared to the glacial sample.
Fig. S6
Q-Q plots for surface dwelling *G. tumida* from the EEP Holocene and LGM. Depth intervals 6-8 cm (2.8ka Holocene), 15-18 cm (5.6ka, Holocene), and 74-80 cm (20.3ka, LGM) from ODP Site 849 are compared (symbols and colors as in Fig. S3). When the Holocene samples are compared to each other (A) there is little difference in the distributions between the two populations. Similarly, when the Holocene samples are compared to the LGM sample (B and C), they have comparable distributions. Therefore, the two Holocene samples are aggregated and compared to the LGM sample.
Fig. S7

Q-Q plots for surface dwelling \textit{G. tumida} from the EEP Holocene and Glacial. Depth intervals 6-8 cm (2.8ka, Holocene), 15-18 cm (5.6ka, Holocene), and 85-87 cm (21.5ka, glacial) from ODP Site 849 are compared (symbols and colors as in Fig. S3). When the Holocene samples are compared to each other (A) there is little difference in the distributions between the two populations. Similarly, when the Holocene samples are compared to the glacial sample (B and C), they have comparable distributions. Therefore, the two Holocene samples are aggregated and compared to the glacial sample.
Fig. S8
Q-Q plots of altered modern hydrographic data at the locations of Sites 806 and 849. SODA v2.4 average monthly means are manipulated with increased ENSO (pink), no ENSO (red), increased seasonality (blue) and reduced seasonality (turquoise). WEP Site 806 surface (15 m, A) and subsurface (97 m, C). EEP Site 849 surface (15 m, B) and subsurface (97 m, D).
Fig. S9

Q-Q plots of altered surface modern hydrographic data at the location of Site 849 that simulate changes to decadal variability. SODA v2.4 average non-ENSO monthly means are manipulated to simulate decadal changes in seasonal variability (±1°C). Similar to changes in seasonality, simulated decadal variability has minimal impact on the Q-Q distribution.
Q-Q plots of the simulated impact of bioturbation on Late Holocene distributions. Cold (blue) and warm (red) individuals from the LGM population were added to the Late Holocene to create an altered Late Holocene distribution. There is no significant change in distribution between the original Late Holocene and altered late Holocene populations (A,C). Additionally, the altered Late Holocene population compared to the LGM population has a similar distribution (B,D) to the original Late Holocene population compared to the LGM population (green, E) suggesting minimal impact of bioturbation on the Q-Q plots distributions reported in this study.
Fig. S11
Sea surface temperatures in the eastern equatorial Pacific with the location of our study site (ODP 849) and previously published individual foraminifera study sites [V21-20: Koutavas and Joanides, (2012); CD38-17P: Sadekov et al. (2013); and MD02-2529: Leduc et al. (2009)].
Fig. S12
Q-Q plots of altered modern hydrographic data at the locations of Sites V21-30, CD38-17P and MD02-2529 used in respectively, Koutavas and Joanides, (2012), Sadekov et al. (2013) and Leduc et al. (2009). SODA v2.4 average monthly means are altered with increased ENSO (red), no ENSO (blue), increased seasonality (purple) and reduced seasonality (green). For comparison to individual foraminifera δ¹⁸O values, SODA v2.4 average monthly means were converted to δ¹⁸O values as described in the text (A, B and C). As Sadekov et al. (2013) also measured the Mg/Ca of individual foraminifera as a proxy for temperature, the manipulated temperature monthly means are plotted in D.
Fig. S13
Q-Q plots of Koutavas and Joanides (2012) $\delta^{18}O$ values of individual G. ruber from the Late Holocene core top in comparison to LGM and glacial intervals. Resampling of pdf distribution (blue line), Monte Carlo simulation (grey dots) and mean adjusted one-to-one line (black line).
Fig. S14
Q-Q plots of Sadekov et al. (2013) $\delta^{18}O$ values of individual *N. dutertrei* from the Late Holocene core top in comparison to LGM interval. Resampling of pdf distribution (orange line), Monte Carlo simulation (grey dots) and mean adjusted one-to-one line (black line).
Fig. S15
Q-Q plots of Sadekov et al. (2013) Mg/Ca-derived temperatures of individual *N. dutertrei* from the Late Holocene core top in comparison to LGM interval. Resampling of pdf distribution (red line), Monte Carlo simulation (grey dots) and mean adjusted one-to-one line (black line).
Fig. S16
Q-Q plots of Leduc et al. (2009) $\delta^{18}$O values of individual *N. dutertrei* from the Late Holocene core top in comparison to LGM interval. Resampling of pdf distribution (purple line), Monte Carlo simulation (grey dots) and mean adjusted one-to-one line (black line).
Fig. S17
SST map of the Equatorial Pacific. Mean annual sea surface temperature map using the Met Office Hadley Centre’s HadISST 1.1 data set (A, Rayner et al., 2003). Inset maps of WEP (B) and EEP (C) show SST anomalies calculated from published LGM (18-20 ka) SST values minus published Holocene (4-6 ka) values at each site. Larger anomalies in the WEP compared to the EEP indicate a reduction in zonal equatorial SST gradient. Locations using Mg/Ca proxy are denoted in circles while locations using the alkenone proxy are denoted with stars.
Table S1.
Sample information and ages

<table>
<thead>
<tr>
<th>Leg</th>
<th>Site</th>
<th>H</th>
<th>Core</th>
<th>Type</th>
<th>Section</th>
<th>Top (cm)</th>
<th>Bottom (cm)</th>
<th>Depth (mbsf)</th>
<th>Depth (mcd)</th>
<th>Age (cal. Y BP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>130</td>
<td>806</td>
<td>A</td>
<td>1</td>
<td>H</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3000</td>
</tr>
<tr>
<td>130</td>
<td>806</td>
<td>A</td>
<td>1</td>
<td>H</td>
<td>1</td>
<td>51</td>
<td>53</td>
<td>0.51</td>
<td>0.53</td>
<td>19000</td>
</tr>
<tr>
<td>130</td>
<td>806</td>
<td>A</td>
<td>1</td>
<td>H</td>
<td>1</td>
<td>53</td>
<td>55</td>
<td>0.53</td>
<td>0.55</td>
<td>20000</td>
</tr>
<tr>
<td>138</td>
<td>849</td>
<td>A</td>
<td>1</td>
<td>H</td>
<td>1</td>
<td>6</td>
<td>8</td>
<td>0.06</td>
<td>0.06</td>
<td>2800</td>
</tr>
<tr>
<td>138</td>
<td>849</td>
<td>B</td>
<td>1</td>
<td>H</td>
<td>1</td>
<td>15</td>
<td>18</td>
<td>0.15</td>
<td>0.15</td>
<td>5600</td>
</tr>
<tr>
<td>138</td>
<td>849</td>
<td>B</td>
<td>1</td>
<td>H</td>
<td>1</td>
<td>74</td>
<td>80</td>
<td>0.74</td>
<td>0.74</td>
<td>20300</td>
</tr>
<tr>
<td>138</td>
<td>849</td>
<td>B</td>
<td>1</td>
<td>H</td>
<td>1</td>
<td>85</td>
<td>87</td>
<td>0.85</td>
<td>0.85</td>
<td>21500</td>
</tr>
</tbody>
</table>
Table S2.
Site information and depth intervals

<table>
<thead>
<tr>
<th>ODP Site</th>
<th>Lat</th>
<th>Long (°)</th>
<th>Depth (m)</th>
<th>mid-Holocene</th>
<th>Last Glacial Maximum</th>
<th>Glacial Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>806</td>
<td>0</td>
<td>159°E</td>
<td>2520</td>
<td>806A 1H-1 0-2 cm</td>
<td>806A 1H-1 51-53 cm 806A 1H-1 53-55 cm*</td>
<td></td>
</tr>
<tr>
<td>849</td>
<td>0</td>
<td>110°W</td>
<td>3839</td>
<td>849A 1H-1 6-8 cm 849B 1H-1 15-18 cm</td>
<td>849B 1H-1 74-80 cm</td>
<td>849B 1H-1 85-87 cm</td>
</tr>
</tbody>
</table>

*Intervals combined for *G. tumida* only
Table S3.
Previously generated SST records used to compare mean annual and WEP-EEP gradient reconstructions to our generated SST variability.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Region</th>
<th>Method</th>
<th>Site</th>
<th>Lat</th>
<th>Long</th>
<th>Depth (m)</th>
<th>Holocene Mean (4-6 ka)</th>
<th>LGM Mean (18-20 ka)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kienast et al., 2001</td>
<td>EEP</td>
<td>Uk37</td>
<td>ME0005A-24JC</td>
<td>Eq</td>
<td>93.5 W</td>
<td>2941</td>
<td>24.4</td>
<td>22.8</td>
</tr>
<tr>
<td>Koutavas &amp; Sachs, 2008</td>
<td>EEP</td>
<td>Uk37</td>
<td>RC11-238</td>
<td>1.5 S</td>
<td>94.2 W</td>
<td>2573</td>
<td>24.3</td>
<td>21.9</td>
</tr>
<tr>
<td>Koutavas &amp; Sachs, 2008</td>
<td>EEP</td>
<td>Uk37</td>
<td>V19-27</td>
<td>0.5 S</td>
<td>97.9 W</td>
<td>1373</td>
<td>25.4</td>
<td>24.4</td>
</tr>
<tr>
<td>Koutavas &amp; Sachs, 2008</td>
<td>EEP</td>
<td>Uk37</td>
<td>V19-28</td>
<td>2.4 S</td>
<td>95.4 W</td>
<td>2720</td>
<td>23.5</td>
<td>21.5</td>
</tr>
<tr>
<td>Koutavas &amp; Sachs, 2008</td>
<td>EEP</td>
<td>Uk37</td>
<td>V19-30</td>
<td>3.4 S</td>
<td>96.5 W</td>
<td>3091</td>
<td>22.3</td>
<td>20.7</td>
</tr>
<tr>
<td>Koutavas &amp; Sachs, 2008</td>
<td>EEP</td>
<td>Uk37</td>
<td>V21-30</td>
<td>1.2 S</td>
<td>90.3 W</td>
<td>617</td>
<td>24.6</td>
<td>23.7</td>
</tr>
<tr>
<td>Lea et al., 2000</td>
<td>EEP</td>
<td>Mg/Ca</td>
<td>TR163-19</td>
<td>2.3 N</td>
<td>89.0 W</td>
<td>2348</td>
<td>25.9</td>
<td>23.1</td>
</tr>
<tr>
<td>Lea et al., 2006</td>
<td>EEP</td>
<td>Mg/Ca</td>
<td>TR163-22</td>
<td>0.5 N</td>
<td>87.6 W</td>
<td>2830</td>
<td>24.2</td>
<td>22.6</td>
</tr>
<tr>
<td>Koutavas et al., 2002</td>
<td>EEP</td>
<td>Mg/Ca</td>
<td>V21-30</td>
<td>1.2 S</td>
<td>90.3 W</td>
<td>617</td>
<td>22.0</td>
<td>21.9</td>
</tr>
<tr>
<td>Leduc et al., 2007</td>
<td>EPWP</td>
<td>Uk37</td>
<td>MD02-2529</td>
<td>8.2 N</td>
<td>95.9 W</td>
<td>1619</td>
<td>27.9</td>
<td>25.6</td>
</tr>
<tr>
<td>Benway et al., 2006</td>
<td>EPWP</td>
<td>Mg/Ca</td>
<td>ME0005A-43JC</td>
<td>7.9 N</td>
<td>96.4 W</td>
<td>1368</td>
<td>26.3</td>
<td>23.7</td>
</tr>
<tr>
<td>Benway et al., 2006</td>
<td>EPWP</td>
<td>Mg/Ca</td>
<td>ODP-1242</td>
<td>7.9 N</td>
<td>96.4 W</td>
<td>1364</td>
<td>26.2</td>
<td>24.3</td>
</tr>
<tr>
<td>de Garidel-Thoron et al, 2007</td>
<td>WEP</td>
<td>Mg/Ca</td>
<td>MD97-2138</td>
<td>1.3 N</td>
<td>146.1 E</td>
<td>1960</td>
<td>29.4</td>
<td>26.6</td>
</tr>
<tr>
<td>Rosenthal et al, 2003</td>
<td>WEP</td>
<td>Mg/Ca</td>
<td>MD97-2141</td>
<td>8.8 N</td>
<td>121.3 E</td>
<td>3600</td>
<td>28.8</td>
<td>26.8</td>
</tr>
<tr>
<td>Stott et al., 2007</td>
<td>WEP</td>
<td>Mg/Ca</td>
<td>MD98-2170</td>
<td>10.6 S</td>
<td>125.4 E</td>
<td>832</td>
<td>29.2</td>
<td>26.3</td>
</tr>
<tr>
<td>Stott et al., 2007</td>
<td>WEP</td>
<td>Mg/Ca</td>
<td>MD98-2176</td>
<td>5.0 S</td>
<td>133.4 E</td>
<td>2382</td>
<td>29.2</td>
<td>26.2</td>
</tr>
<tr>
<td>Stott et al., 2007</td>
<td>WEP</td>
<td>Mg/Ca</td>
<td>MD98-2181</td>
<td>6.3 N</td>
<td>125.8 E</td>
<td>2114</td>
<td>29.4</td>
<td>25.9</td>
</tr>
<tr>
<td>Lea et al., 2000</td>
<td>WEP</td>
<td>Mg/Ca</td>
<td>ODP-806B</td>
<td>0.3 N</td>
<td>159.4 E</td>
<td>2520</td>
<td>28.7</td>
<td>26.3</td>
</tr>
</tbody>
</table>
Additional Database Table S1.
Individual *G. sacculifer* and *G. tumida* temperature values at ODP Sites 806 and 849.
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