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Talk Agenda

Motivate problem: Systems are imperfect


What is explainability?


What is actually being explained?


How to evaluate explainability?


Implications to policy

Question: What are the eXplanatory AI (XAI) methods for diagnosis, accountability and 
liability?



Complex Systems Fail in Complex Ways

OS Upgrade (Version Skew) Imprecise (Certificate Missing)

No Explanation No Commonsense



Failures with Consequences



Societal Need for Explanation



Vision: 
Explanations Beyond Justifications

• Debug the system during development.


• Understand the reasons for decisions.


• Learn the correct response to events(s).


• Ensure regulatory compliance. 

Possible vehicle failure.

Re-cap gas cap.  

bad concept detected

remove concept from 
network for re-evaluation

certificate error

Download new certificate 
from CSAIL
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What is Explainability?

From Darpa XAI



Sylvain Bromberger, On What We Know We Don’t Know

“Explanations…express answer to not just 
any questions but to questions that 
present the kind of intellectual difficulty…”



Deep Nets are Everywhere

Making Medical DecisionsSelf-driving Cars Playing Go



Deep Nets are Not Understandable

Middle “hidden” layers

input output

Whenever correct: “whatever you did in the middle, do more.” 
Whenever wrong: “whatever you did in the middle, do less.”



Review of Research in XAI

• Definitions 


• Taxonomy


• Survey: Literature review (87 papers) in computer science, artificial 
intelligence, and philosophy.


• Recommendations for Evaluation


• How can Explanations Help (e.g. anomaly detection). 


• Contributions and Future Work



Definitions

• Explainability != Interpretability


• Interpretability describes the internals of a system that is understandable to 
humans.


• Completeness describes operation in an accurate way. 


• An explanation needs both.



What we Have

Visual cues Role of individual 
units

Attention based

Interpretable,  
not complete

Complete,  
not interpretable

Interpretable,  
not complete



Interpretability


• GDPR


• Liability for decision making

Why this Matters



Completeness


• Explaining the wrong thing.


• Making decisions for the 
wrong reasons.

Why this Matters

From Claudia Perlich at Women in Data Science 2018. 

0

5

10

15

20

6 12 18Procedure code

Billing 
amount



Talk Agenda

Motivate problem: Systems are imperfect


What is explainability?


What is actually being explained?


How to evaluate explainability?


Implications to policy



What is Being Explained?

Visual cues Role of individual 
units

Attention based

Explain 
processing

Explain 
representation

Explanation 
producing



Taxonomy

Processing Representation Explanation producing

Methods

Proxy Methods

Decision Trees


Salience Mapping

Automatic-rule extraction

Role of layers

Role of neurons

Role of vectors

Scripted conversations

Attention based


Disentangled representations



Methods that Explain Processing



Examples of Processing Methods

Geiger, Andreas, Philip Lenz, and Raquel Urtasun. "Are we ready 
for autonomous driving? The kitti vision benchmark suite." 
Computer Vision and Pattern Recognition (CVPR), 2012 IEEE 
Conference on. IEEE, 2012. 

Zilke, Jan Ruben et al. “DeepRED - Rule Extraction from Deep 
Neural Networks.” DS (2016). 
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Methods that Explain Representations



Examples of Explained Representations

D. Bau, B. Zhou,A. Khosla,A. Oliva, and A.Torralba,“Network dissection: 
Quantifying interpretability of deep visual representations,” in Computer 
Vision and Pattern Recognition, 2017. 

Kim, Been, et al. "Tcav: Relative concept importance testing with linear 
concept activation vectors." arXiv preprint arXiv:1711.11279 (2017). 
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Methods that Produce Explanations



Examples that Produce Explanations

Park, Dong Huk, et al. "Multimodal Explanations: 
Justifying Decisions and Pointing to the Evidence." 31st 
IEEE Conference on Computer Vision and Pattern Recognition. 
2018. 

The best option is to veer and slow down.  
The vehicle is traveling too fast to suddenly 
stop.  The vision system is inconsistent, but 
the lidar system has provided a reasonable 
and strong claim to avoid the object moving 
across the street. 

[1] L.H. Gilpin.  Explaining possible futures for robust autonomous 
decision-making. Proceedings of the AAAI Fall Symposium on Anticipatory 
Thinking, 2019. 

[2] L.H. Gilpin et al.  Anomaly Detection Through Explanations.  Under 
Review.



A Problem: Insides Matter



The More Complex (Deeper)
The Deeper the Mystery

AlexNet (2012)
8 layers; acc 84.7% 

 VGG (2014)
19 layers; acc 91.5%

 GoogLeNet (2015)
22 layers; acc 92.2% 

 ResNet (2016)
152 layers; acc 95.6% 
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What is Being Explained?

Visual cues Role of individual 
units

Attention based

Completeness to 
model

Completeness 
on other tasks

Human 
evaluation



Taxonomy

Processing Representation Explanation producing

Methods

Proxy Methods

Decision Trees


Salience Mapping

Automatic-rule extraction

Role of layers

Role of neurons

Role of vectors

Scripted conversations

Attention based


Disentangled representations



Challenges in Explainability

• Standards and metrics for explanations


• How to evaluate explanations?


• Current metrics of evaluation are “fuzzy”


• User based evaluations are not always appropriate


• Benchmarks for safety-critical and mission-critical tasks.
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Challenges in Explainability for Policy
What Questions Can It Answer?

Visual cues Role of individual 
units

Attention based

Why does this particular 
input lead to this 
particular output?

What information 
does the network 

contain?

Given a particular output or 
decision, how can the 

network explain its behavior?



Challenges in Explainability for Policy
What Questions Cannot be Answered?

Visual cues Role of individual 
units

Attention based

Why were these inputs 
important to the output? 
How could the output be 

changed?

Why is a representation 
relevant for the outputs? 

How was this 
representation learned?

What information contributed to 
this output/decision? 

How can the network yield a 
different output/decision?



Definitions

• Inside explanation


• Explanations that currently exist


• Explanation is for AI experts 

• Outside explanation


• Explanations that are interpretable, 
complete, and answer why.


• Explanation is for building trust.



Contributions and Future Work

• A taxonomy and best practices for explanations via completeness and 
interpretability


• What [part or parts] is being explain?


• Future directions


• How can a network explain itself?


• How to incorporate explainable methods?


• Is there a provable trade-off between completeness and interpretability?


