We demonstrate how to use the proximal bootstrap to conduct asymptotically valid inference for $\sqrt{n}$-consistent estimators defined as the solution to a constrained optimization problem with a possibly nonsmooth and nonconvex sample objective function and a constraint set defined by smooth equalities and/or inequalities which can be estimated from the data. We allow for the inequalities to drift towards equality as the sample size goes to infinity, and show how to use test-inversion to construct a uniformly asymptotically valid confidence set for the parameters. The proximal bootstrap estimator is typically much faster to compute than alternative bootstrap procedures because it can be written as the solution to a quadratic programming problem. Monte Carlo simulations illustrate the correct coverage of the proximal bootstrap in a boundary constrained maximum likelihood model, a boundary constrained nonsmooth GMM model, and a conditional logit model with estimated capacity constraints.
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1 Introduction

This paper considers using the proximal bootstrap estimator proposed in Li (2021) to conduct asymptotically valid inference for a large class of $\sqrt{n}$-consistent estimators with possibly non-
standard asymptotic distributions for which standard bootstrap procedures fail. The application which we will focus on in this paper is estimators defined by the solution to a constrained optimization problem with smooth inequality and/or equality constraints and a possibly nonsmooth and nonconvex sample objective function. A well-known example of a constrained estimator with a nonstandard distribution is the constrained MLE estimator where the true parameter lies on the boundary of the constraint set. It is well known (see e.g. Andrews (2000)) that applying a standard bootstrap procedure to estimate the distribution of the constrained estimator is inconsistent when the true parameters $\beta_0$ lie on the boundary of the constraint set $C$. An example of an inconsistent standard bootstrap procedure is the nonparametric bootstrap, which involves resampling the data with replacement, computing the constrained estimator on the resampled data sets, and then use the percentiles of these estimators to form confidence intervals.

Motivated by the optimization literature and recent contributions in computationally efficient bootstrap procedures (e.g. Kline and Santos (2012), Armstrong et al. (2014), Forneron and Ng (2019)), our proximal bootstrap estimator can be expressed as the solution to a convex optimization problem and efficiently computed starting from an initial consistent estimator using built-in and freely available software. The proximal bootstrap can consistently estimate the non-standard asymptotic distribution of constrained estimators when the parameters are on the boundary, but not drifting towards the boundary. When the parameters are drifting towards the boundary at an unknown rate, the proximal bootstrap typically cannot consistently replicate the estimator’s distribution. However, we are still able to conduct uniformly asymptotically valid inference on the entire parameter vector using a confidence set constructed by inverting a test statistic based on the difference between two Lagrangians. We can also conduct uniformly asymptotically valid inference on subvectors of the parameter vector using either projection or profiling of the objective functions. This idea of using test inversion to construct uniformly asymptotically valid confidence regions has similarities to the literature on partially identified models, for example, Chernozhukov et al. (2007), Romano and Shaikh (2008), Andrews and Guggenberger (2009), Andrews and Han (2009), Andrews and Guggenberger (2010), Andrews and Soares (2010), Bugni (2010), Canay (2010), and many others. However, we do not handle partial identification in this paper because our object of interest $\beta_0$ is assumed to be unique.

Another novel part of this paper is that we provide a general asymptotic distribution for estima-
tors defined by the solution to constrained optimization problems where the Lagrangian admits a uniform local quadratic expansion in $\sqrt{n}$ neighborhoods of $\beta_0$. This local quadratic expansion rules out linear programming estimators and other estimators that have large flat regions near $\beta_0$. The asymptotic distribution is derived using ideas from the optimization literature and encompasses as special cases the results in Geyer (1994), Andrews (1999), Andrews (2000), and Andrews (2002a) for constrained estimators with non-random constraint sets and true parameters possibly lying on the boundaries of the constraint sets. Andrews (1999) derives the asymptotic distribution of constrained extremum estimators where the rescaled constraint set $\sqrt{n}(C - \beta_0)$ can be approximated by a convex cone. Geyer (1994) considers a more general case where the cone does not need to be convex.

Our paper was inspired by ideas in the optimization literature on sequential quadratic programming, where a local quadratic approximation is used to approximate the objective function on each iteration. The proximal bootstrap estimator is in effect applying such a local quadratic approximation centered around an initial $\sqrt{n}$-consistent estimate of the parameters. Because we want the estimation error from this initial estimate to be negligible in the proximal bootstrap approximation of our estimator’s asymptotic distribution, we need to use a scaling sequence $\alpha_n$ that satisfies $\alpha_n \rightarrow 0$ and $\sqrt{n}\alpha_n \rightarrow \infty$. $\alpha_n$ will also serve as a selection device so that the active constraints are included in the asymptotic distribution while the inactive, non-drifting constraints are not. The $\alpha_n$ in this paper is similar to the $\epsilon_n$ in the numerical bootstrap Hong and Li (2020). However, we want to emphasize that the proximal bootstrap is a different procedure than the numerical bootstrap because it solves a different optimization problem. The proximal bootstrap works only for $\sqrt{n}$-consistent estimators but is more computationally efficient than the numerical bootstrap. Additionally, Hong and Li (2020) looked only at estimators with non-random constraints that do not depend on the data and did not consider drifting constraints. In the case of a smooth sample objective function without constraints, the proximal bootstrap is similar (but not identical) to the k-step bootstrap (for $k = 1$) proposed by Davidson and MacKinnon (1999) and investigated further by Andrews (2002b). The proximal bootstrap has an additional scaling factor of $\alpha_n\sqrt{n}$ in front of the inverse Hessian times Jacobian, which is different from the k-step bootstrap which uses a scaling of 1. There are also some similarities with the score bootstrap of Kline and Santos (2012) for unconstrained problems, but our method of inference is still different even when the constraints are
not active. We have the additional scaling factor in front of the score and we can handle nonsmooth objectives.

The statistics literature contains many papers on constrained estimation such as Shapiro (1988), Shapiro (1989), Shapiro (1990), Knight (2001), Knight (2006), and Knight (2010). While several of these papers derive the non-standard asymptotic distributions of various constrained estimators, we did not see them propose a practical inference procedure as we do. Examples of econometrics papers on constrained estimation include Moon and Schorfheide (2009), Kaido and Santos (2014), Kaido (2016), Gafarov (2016), Chen et al. (2018), Hsieh et al. (2022), Kaido et al. (2019), Kaido et al. (2021), Horowitz and Lee (2019), Fang and Seo (2021), and Chernozhukov et al. (2023). While many of these papers are concerned with either conducting inference on the optimal value of the constrained optimization problem or testing whether the constraints are valid, we are interested in conducting inference on the optimal solution. Perhaps the closest paper to ours is Hsieh et al. (2022) who also consider inference for the optimal solution, but they focus on linear programming (LP) and convex quadratic programming (QP) problems with linear constraints. In contrast to Hsieh et al. (2022), we allow for nonconvex and nonlinear objective and constraint functions, but we do not handle linear programming or partially identified models. Our inference procedure is also different from theirs because we use resampling followed by inverting a test statistic while they exploit the fact that the primal-dual formulation of the Karush-Kuhn-Tucker (KKT) conditions can be written as a set of moment inequalities and then apply test inversion.

We offer simulation evidence supporting the uniform asymptotic validity of the proximal bootstrap test-inversion procedure. For a two-sided boundary constrained maximum likelihood model, we compare the empirical coverage frequencies of the proximal bootstrap test-inversion confidence interval to the intervals proposed by Hsieh et al. (2022), Fang and Santos (2019), subsampling, and the nonparametric bootstrap. The only methods that were uniformly valid across all drifting parameters were the proximal bootstrap and Hsieh et al. (2022), and we found in simulations that the proximal bootstrap is less conservative and has shorter average interval length. For a boundary constrained nonsmooth GMM model and a conditional logit model with estimated capacity constraints, we did not include a comparison with Hsieh et al. (2022) or Fang and Santos (2019) because we believe their methods do not apply. But we still compared the proximal bootstrap with subsampling and the nonparametric bootstrap and found that the proximal bootstrap achieves cov-
average close to the nominal level while subsampling and the nonparametric bootstrap undercover. In all simulations, we found that the coverage and average interval length of the proximal bootstrap test-inversion confidence interval were insensitive to the choice of $\alpha_n$.

The outline of our paper is as follows. Subsection 1.1 contains examples of constrained estimators and Subsection 1.2 contains the notation. Section 2 contains the main theoretical results. Subsection 2.1 shows pointwise consistency of the proximal bootstrap for constrained estimators with non-random constraint sets. Subsubsection 2.1.1 illustrates how to apply the proximal bootstrap for the Andrews (2000) example. In Subsection 2.2, by considering all rates of drift for the inequality constraints, we show how to conduct uniformly asymptotically valid inference by inverting a test statistic involving the optimal Lagrangian function. Section 2.3 proposes a double bootstrap algorithm for choosing $\alpha_n$. Section 2.4 contains an extension of our results to estimators with constraints that are estimated (meaning they depend on the data). Section 3 contains Monte Carlo simulation evidence demonstrating the uniform validity of the proximal bootstrap for a boundary constrained MLE model with a two-sided estimated constraint, a boundary constrained nonsmooth GMM model, and a conditional logit model with estimated capacity constraints. Section 4 concludes. Section 5 is the Appendix which contains proofs of the theorems.

1.1 Examples of Constrained Estimators

Example 1. An example of a constrained estimator with a non-random constraint set is the boundary constrained maximum likelihood estimator in Andrews (2000). Suppose we have a simple location model with i.i.d data:

$$y_i = \beta_0 + \epsilon_i, \quad \epsilon_i \sim N(0, 1)$$

The maximum likelihood estimator subject to the constraint that $\beta \geq 0$ is

$$\hat{\beta}_n = \arg \min_{\beta \geq 0} \frac{1}{2n} \sum_{i=1}^{n} (y_i - \beta)^2$$

Example 2. Another example is a nonsmooth GMM estimator with a non-negativity constraint. Our model is

$$y_i = \beta_0 + \epsilon_i, \quad \epsilon_i \sim N(0, 1)$$
For $\pi(\cdot, \beta) = [1(y_i \leq \beta) - \tau, y_i - \beta]'$ and $\hat{\pi}_n(\beta) = \left[\frac{1}{n} \sum_{i=1}^{n} 1(y_i \leq \beta) - 0.5, \frac{1}{n} \sum_{i=1}^{n} y_i - \beta\right]'$,

$$
\hat{\beta}_n = \arg\min_{\beta \geq 0} \left\{ Q_n(\beta) = \frac{1}{2} \hat{\pi}_n(\beta)' \hat{\pi}_n(\beta) \right\}
$$

**Example 3.** An example involving an estimated constraint set is a conditional logit model with capacity constraints similar to the ones in de Palma et al. (2007) which state that the equilibrium demand for each housing unit should not exceed the supply of that housing unit. Let the choices be given by $y_{ij} = 1\left(y^*_{ij} > y^*_{ik} \forall k \neq j\right)$, where the utility of individual $i = 1...n$ from picking choice $j = 1...J$ is given by $y^*_{ij} = \beta_0 x_{ij} + \epsilon_{ij}$, where $\epsilon_{ij} \sim \text{i.i.d.}$. Type 1 Extreme Value. The researcher observes the choices $y_{ij}$ but not the utilities $y^*_{ij}$ and would like to estimate the parameters $\beta_0$ using maximum likelihood. For $P_{ij}(\beta) = \frac{\exp(\beta x_{ij})}{\sum_{i} \exp(\beta x_{ij})}$,

$$
\hat{\beta}_n = \arg\max_{\beta} \frac{1}{nJ} \sum_{i=1}^{n} \sum_{j=1}^{J} y_{ij} \ln P_{ij}(\beta)
$$

s.t. $\frac{1}{n} \sum_{i=1}^{n} P_{ij}(\beta) \leq \bar{b}_j$ for all $j = 1...J$

### 1.2 Notation

Consider a random sample $X_n = (X_1, X_2, ..., X_n)$ of independent draws from a probability measure $P$ on a sample space $\mathcal{X}$. Define the empirical measure $P_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i}$, where $\delta_x$ is the measure that assigns mass 1 at $x$ and zero everywhere else. Denote the bootstrap empirical measure by $P^*_n = \frac{1}{n} \sum_{i=1}^{n} W_n \delta_{X_i}$, which can refer to the multinomial, wild, or other exchangeable bootstraps. An exchangeable bootstrap requires that $W_n = (W_{n1}, ..., W_{nn})$ is an exchangeable vector of nonnegative weights which sum to 1. For the multinomial bootstrap, $W_n$ is a multinomial random vector (independent of the data) with probabilities $(1/n, ..., 1/n)$. For the wild bootstrap, $P^*_n = \frac{1}{n} \sum_{i=1}^{n} (\xi_i/\bar{\xi}_n) \delta_{X_i}$, where $\xi_i$ are non-negative i.i.d. random variables (independent of the data) with finite third moments and $\bar{\xi}_n = \frac{1}{n} \sum_{i=1}^{n} \xi_i$. Weak convergence is defined in the sense of Kosorok (2007): $Z_n \overset{w}{\rightsquigarrow} Z$ in the metric space $(\mathbb{D}, d)$ if and only if $\sup_{f \in BL_1} |E^* f(Z_n) - Ef(Z)| \rightarrow 0$ where $BL_1$ is the space of functions $f : \mathbb{D} \rightarrow \mathbb{R}$ with Lipschitz norm bounded by 1. $E^* f(Z_n)$ is the outer expectation of $f(Z_n)$, which is the infimum over all $EU$ where $U$ is measurable, $U \geq f(Z_n)$, and $EU$ exists. Conditional weak convergence is
also defined in the sense of Kosorok (2007): \( Z_n \xrightarrow{p} W \) in the metric space \( (D, d) \) if and only if 
\[
\sup_{f \in BL_1} |E_W f(Z_n) - E f(Z)| \rightarrow 0 \text{ and } E_W f(Z_n)^* - E_W f(Z_n)_* \rightarrow 0 \text{ for all } f \in BL_1,
\]
where \( BL_1 \) is the space of functions \( f : D \mapsto \mathbb{R} \) with Lipschitz norm bounded by 1, \( E_W \) denotes expectation with respect to the bootstrap weights \( W \) conditional on the data, and \( f(Z_n)^* \) and \( f(Z_n)_* \) denote measurable majorants and minorants with respect to the joint data (including the weights \( W \)). Let \( X_n^* = o_P(1) \) if \( P (|X_n^*| > \epsilon |\lambda_n|) = o_P(1) \) for all \( \epsilon > 0 \). Also define \( M_n^* = O_P(1) \) (hence also \( O_P(1) \)) if \( \lim_{m \to \infty} \limsup_{n \to \infty} P (P (M_n^* > m|\lambda_n| > \epsilon) \to 0 \forall \epsilon > 0.

2 Proximal Bootstrap

2.1 Proximal Bootstrap with non-estimated constraints

In this section, we consider constrained estimators with a finite number of non-estimated inequality and/or equality constraints \( f_j (\beta) \) that are twice continuously differentiable over a compact parameter space \( B \subseteq \mathbb{R}^d \), where \( d \) is fixed. The non-random constraint set \( C \subseteq B \) is a closed subset of \( B \) and \( Q_n (\beta) \) is a possibly non-smooth, nonconvex function that converges uniformly to a function \( Q (\beta) \) that is twice continuously differentiable at \( \beta_0 \), which is the true parameter on which we would like to conduct inference. We assume that our constraints \( C \) are correctly specified so that we can express \( \beta_0 = \arg \min_{\beta \in C} Q(\beta) \), and we can estimate \( \beta_0 \) using

\[
\hat{\beta}_n = \arg \min_{\beta \in C} Q_n (\beta), \quad C = \{ \beta \in B : f_j (\beta) = 0 \text{ for } j \in \mathcal{E}, f_j (\beta) \leq 0 \text{ for } j \in \mathcal{I} \}
\]

where \( \mathcal{E} \) contains the indices of the equality constraints and \( \mathcal{I} \) those of the inequality constraints.

We will assume \( \beta_0 \) is the unique argmin of \( Q(\beta) \) over \( C \). We will show that the proximal bootstrap can consistently estimate the distribution of \( \sqrt{n} (\hat{\beta}_n - \beta_0) \) both when \( \beta_0 \) lies in the interior and on the boundary of \( C \), but not when it is drifting towards the boundary. Nevertheless, we will show in Section 2.2.2 by applying test-inversion, we can form a uniformly asymptotically valid confidence set.

Next, we define the proximal bootstrap estimator. For any \( \tilde{\beta}_n \) such that \( \sqrt{n} (\tilde{\beta}_n - \beta_0) = O_P(1) \), let \( F_{nj} = \frac{\partial f_j (\beta)}{\partial \beta} \bigg|_{\beta = \beta_n} \) and \( G_{nj} = \frac{\partial^2 f_j (\beta)}{\partial \beta^2} \bigg|_{\beta = \beta_n} \) for all \( j \), and let \( \{ \lambda_{nj} \text{ for } j \in \mathcal{E} \cup \mathcal{I} \} \) be a set of optimal Lagrange multipliers obtained from solving for \( \tilde{\beta}_n \). These Lagrange multipliers can be obtained directly as outputs from the optimization algorithm used to compute \( \tilde{\beta}_n \). For any sequence \( \alpha_n \) such
that $\alpha_n \to 0$ and $\sqrt{n} \alpha_n \to \infty$, define $\hat{\beta}_n^* = \arg \min_{\beta \in C^*} \hat{A}_n^*(\beta)$, where

$$
\hat{A}_n^*(\beta) = \alpha_n \sqrt{n} \left( \hat{t}_n (\beta_n) - \hat{t}_n (\beta_n) \right) \cdot (\beta - \beta_n) + \frac{1}{2} \| \beta - \beta_n \|^2_{B_n} + \frac{1}{2} \sum_{j \in E \cup T} \lambda_{nj} \| \beta - \beta_n \|^2_{G_{nj}}
$$

$$
C^* = \{ \beta \in B : f_j (\beta_n) + F_{nj}^r (\beta - \beta_n) = 0 \text{ for } j \in E, f_j (\beta_n) + F_{nj}^r (\beta - \beta_n) \leq 0 \text{ for } j \in T \} \tag{1}
$$

Here, $C^*$ is a linearization of $C$ around $\beta_n$, where $\beta_n$ is an initial $\sqrt{n}$-consistent estimator of $\beta_0$, such as $\hat{\beta}_n = \hat{\beta}_n$. The sequence $\alpha_n$ ensures that $\beta_n$’s asymptotic distribution does not enter into the proximal bootstrap estimator’s asymptotic distribution. $\hat{t}_n (\beta_n)$ is a consistent estimate of $t (\beta_0) = \frac{\partial Q_0 (\beta)}{\partial \beta} \bigg|_{\beta = \beta_0}$ using $\beta_n$, and $\hat{t}_n (\beta_n)$ is a bootstrap (e.g. multinomial, wild) analog of $\hat{t}_n (\beta_n)$. If $\hat{Q}_n (\beta)$ is differentiable, $\hat{t}_n (\beta_n)$ can simply be the Jacobian of $\hat{Q}_n (\beta)$ evaluated at $\beta_n$. More generally, to handle non-differentiable $\hat{Q}_n (\beta)$, $\hat{t}_n (\beta_n)$ is a subgradient of $\hat{Q}_n (\beta)$ at $\beta_n$, meaning that for any $\beta$, $\hat{Q}_n (\beta) - \hat{Q}_n (\beta_n) \geq \hat{t}_n (\beta_n) \cdot (\beta - \beta_n)$. $\hat{H}_n$ is a consistent estimate of the population Hessian $H_0 = \frac{\partial^2 Q_0 (\beta) \bigg|_{\beta = \beta_0}}{\partial \beta \partial \beta}$ constructed using $\beta_n$.

We now discuss why we named the procedure the proximal bootstrap. Given a function $r : D \mapsto \mathbb{R}$ and a symmetric positive definite matrix $H$, the scaled proximal mapping of $r$ is the operator given by, for $\| \beta - z \|^2_{H} = (\beta - z)^T H (\beta - z)$,

$$
\text{prox}_{H, r} (z) = \arg \min_{\beta \in D} \left( r (\beta) + \frac{1}{2} \| \beta - z \|^2_{H} \right) \text{ for any } z \in D
$$

We can equivalently express the proximal bootstrap estimator using a scaled proximal map as

$$
\hat{\beta}_n^* = \text{prox}_{B_n, \infty 1 (\beta \notin C^* \cup T \cup B_n)} \left( \beta_n - \alpha_n \sqrt{n} B_n^{-1} \left( \hat{t}_n (\beta_n) - \hat{t}_n (\beta_n) \right) \right)
$$

$$
= \arg \min_{\beta \in \mathbb{R}^d} \left\{ \infty 1 (\beta \notin C^*) + \alpha_n \sqrt{n} \left( \hat{t}_n (\beta_n) - \hat{t}_n (\beta_n) \right) \cdot (\beta - \beta_n) + \frac{1}{2} \| \beta - \beta_n \|^2_{B_n} \right\}
$$

where $B_n = \hat{H}_n + \sum_{j \in E \cup T} \lambda_{nj} G_{nj}$ and $\infty 1 (\beta \notin C^*)$ evaluates to $\infty$ if $\beta$ does not lie in $C^*$ and evaluates to 0 otherwise. Because $C^*$ is a closed, convex set, $\infty 1 (\beta \notin C^*)$ will be a proper closed, convex function. The intuition for the proximal bootstrap is that $\hat{\beta}_n^*$ is the point inside $C^*$ that is closest to, or "proximal" to, $\hat{\beta}_n - \alpha_n \sqrt{n} B_n^{-1} \left( \hat{t}_n (\beta_n) - \hat{t}_n (\beta_n) \right)$ . Note that the proximal bootstrap estimator is the solution to a quadratic programming problem, which is a convex problem if $\hat{B}_n$ is positive definite. This quadratic programming problem can be substantially faster to solve than the
original constrained problem used to compute \( \hat{\beta}_n \). Therefore, our proximal bootstrap estimator has a computational advantage over the standard bootstrap in cases where the standard bootstrap is consistent.

### 2.1.1 Proximal Bootstrap in Andrews (2000) Example

Before we go into the technical details, we illustrate how to apply the proximal bootstrap to the boundary constrained maximum likelihood estimator in Andrews (2000) (example 1):

\[
\hat{\beta}_n = \arg \min_{\beta \geq 0} \left\{ \hat{Q}_n (\beta) = \frac{1}{2n} \sum_{i=1}^{n} (y_i - \beta)^2 \right\} = \max (\bar{y}_n, 0)
\]

Andrews (2000) shows that the asymptotic distribution of \( \sqrt{n} \left( \hat{\beta}_n - \beta_0 \right) \) under pointwise asymptotics is given by

\[
\sqrt{n} \left( \hat{\beta}_n - \beta_0 \right) \rightsquigarrow \begin{cases} 
\arg \min_{\{h: h \geq 0\}} \left\{ h'W_0 + \frac{1}{2} h'H_0 h \right\} = \max \left\{ -H_0^{-1}W_0, 0 \right\} & \text{if } \beta_0 = 0 \\
\arg \min_{\{h: h \geq -\infty\}} \left\{ h'W_0 + \frac{1}{2} h'H_0 h \right\} = -H_0^{-1}W_0 & \text{if } \beta_0 > 0 \text{ (and is not drifting towards 0)}
\end{cases}
\]

Andrews (2000) shows that the asymptotic distribution of \( \sqrt{n} \left( \hat{\beta}_n^{\text{boot}} - \hat{\beta}_n \right) \), where \( \hat{\beta}_n^{\text{boot}} = \max (\bar{y}^*_n, 0) \) is the standard nonparametric bootstrap estimator using the resampled sample mean \( \bar{y}^*_n \), will not coincide with the asymptotic distribution of \( \sqrt{n} \left( \hat{\beta}_n - \beta_0 \right) \) when \( \beta_0 = 0 \). We now show that the proximal bootstrap estimator will consistently estimate the asymptotic distribution of \( \sqrt{n} \left( \hat{\beta}_n - \beta_0 \right) \) both when \( \beta_0 = 0 \) and when \( \beta_0 > 0 \), but is not drifting towards 0. Even though the proximal bootstrap is unable to consistently replicate the asymptotic distribution for drifting parameters, we are still able to use test-inversion to construct a uniformly asymptotically valid confidence set, as will be discussed in Section 2.2.

In this example, the sample objective is differentiable, so \( \hat{l}_n (\beta) \) is simply the sample Jacobian.

\[
\hat{l}_n (\beta_0) = -\mathbb{E} [y_i - \beta_0]
\]

\[
\hat{l}_n (\beta_0) = -\frac{1}{n} \sum_{i=1}^{n} (y_i - \beta_0) = -\bar{y}_n + \beta_0
\]

\[
\sqrt{n} \left( \hat{l}_n (\beta_0) - l (\beta_0) \right) = -\sqrt{n} (P_n - P) y_i \rightsquigarrow N (0, \text{Var} (y_i))
\]
Our initial estimator is typically \( \bar{\beta}_n = \tilde{\beta}_n \), but it can also be some other \( \sqrt{n} \)-consistent estimator such as max \( \left( \frac{1}{n^2} \sum_{i=1}^{n^2} y_i, 0 \right) \). One way to construct our proximal bootstrap estimator is by using the multinomial bootstrap for the Jacobian:

\[
\hat{l}_n^* (\tilde{\beta}_n) = -\frac{1}{n} \sum_{i=1}^{n} \left( y_i^* - \tilde{\beta}_n \right) = -\bar{y}_n^* + \tilde{\beta}_n
\]

\[
\hat{l}_n (\tilde{\beta}_n) = - (P_n^* - P_n) y_i
\]

where \( P_n^* = \frac{1}{n} \sum_{i=1}^{n} W_n \delta X_i \), and \( W_n \) is a multinomial random vector (independent of the data) with probabilities \( (1/n, \ldots, 1/n) \).

Alternatively, we can use the wild bootstrap to estimate the Jacobian:

\[
\hat{l}_n^* (\tilde{\beta}_n) - \hat{l}_n (\tilde{\beta}_n) = -\frac{1}{n} \sum_{i=1}^{n} \left( \frac{\xi_i}{\xi_n} - 1 \right) \left( y_i - \tilde{\beta}_n \right)
\]

\[
= -\frac{1}{n} \sum_{i=1}^{n} \left( \frac{\xi_i}{\xi_n} - 1 \right) y_i + \tilde{\beta}_n \left( \frac{1}{n} \sum_{i=1}^{n} \xi_i - 1 \right)
\]

\[
= - (P_n^* - P_n) y_i
\]

where \( P_n^* = \frac{1}{n} \sum_{i=1}^{n} \left( \xi_i/\xi_n \right) \delta X_i \), and \( \xi_i \) are non-negative i.i.d. random variables (independent of the data) with finite third moments and \( \xi_n = \frac{1}{n} \sum_{i=1}^{n} \xi_i \).

For both the multinomial and wild bootstrap, \( \sqrt{n} \left( \hat{l}_n^* (\beta_0) - \hat{l}_n (\beta_0) \right) \xrightarrow{p} N(0, \text{Var}(y_i)) \equiv W_0 \) and \( \sqrt{n} \left( \hat{l}_n^* (\tilde{\beta}_n) - \hat{l}_n (\tilde{\beta}_n) \right) \xrightarrow{p} W_0 \), which is the same asymptotic distribution as \( \sqrt{n} \left( \hat{l}_n (\beta_0) - l(\beta_0) \right) \).

Thus we can use existing bootstrap procedures to estimate the distribution of the Jacobian. To estimate the distribution of the constrained estimator, we need to consider the fact that the constraint may be binding. For this example, the proximal bootstrap estimator is a scaled Newton step from an initial \( \sqrt{n} \)-consistent estimator, subject to a non-negativity constraint. The sequence \( \alpha_n \) ensures that \( \tilde{\beta}_n \)'s asymptotic distribution does not enter into the asymptotic distribution of \( \hat{\beta}_n^* \), which in this example is given by

\[
\tilde{\beta}_n^* = \arg\min_{\beta \geq 0} \left\{ \alpha_n \sqrt{n} \left( \hat{l}_n^* (\tilde{\beta}_n) - \hat{l}_n (\tilde{\beta}_n) \right)' (\beta - \tilde{\beta}_n) + \frac{1}{2} \| \beta - \tilde{\beta}_n \|^2_{H_n} \right\}
\]
distribution.

We now list some technical assumptions and discuss them afterwards.

2.1.2 Assumptions

Note that since \( \sqrt{n} \alpha_n \to \infty \), \( \frac{\hat{\beta}_n - \beta_0}{\alpha_n} \overset{P}{\to} 0 \) and the asymptotic distribution of \( \frac{\hat{\beta}_n - \beta_0}{\alpha_n} \) is same as the asymptotic distribution of \( \frac{\beta^*_n - \beta_0}{\alpha_n} \), which equals the asymptotic distribution of \( \sqrt{n} \left( \hat{\beta}_n - \beta_0 \right) \) under pointwise asymptotics:

\[
\frac{\hat{\beta}_n^* - \beta_0}{\alpha_n} = \arg \min_{\left\{ h: \frac{\alpha_n}{\alpha_n} + h \geq 0 \right\}} \left\{ \sqrt{n} \left( \hat{\beta}_n^* \left( \hat{\beta}_n \right) - \hat{\beta}_n \left( \beta_n \right) \right)' \left( \frac{\beta_n - \beta_n}{\alpha_n} + h \right) + \frac{1}{2} \left\| \frac{\beta_n - \beta_n}{\alpha_n} + h \right\|^2_{H_n} \right\} 
\]

\[
= \arg \min_{\left\{ h: \beta_n \geq \beta_0 \right\}} \left\{ \sqrt{n} \left( \hat{\beta}_n^* \left( \hat{\beta}_n \right) - \hat{\beta}_n \left( \beta_n \right) \right)' h + \frac{1}{2} \hat{h}' H_n h + o_p \left( 1 \right) \right\} \overset{P}{\rightarrow} \mathcal{W}
\]

\[
\arg \min_{\left\{ h: \beta_n \geq \beta_0 \right\}} \left\{ h' W_0 + \frac{1}{2} h' H_0 h \right\} = \max \left\{ -H_0^{-1} W_0, 0 \right\} \quad \text{if } \beta_0 = 0
\]

\[
\arg \min_{\left\{ h: \beta_n \geq \beta_0 \right\}} \left\{ h' W_0 + \frac{1}{2} h' H_0 h \right\} = -H_0^{-1} W_0 \quad \text{if } \beta_0 > 0 \quad \text{(and is not drifting towards 0)}
\]

where \( H_0 = 1 \) and \( W_0 \sim N \left( 0, \text{Var} \left( y_i \right) \right) \) for this example. Note that \( \alpha_n \to 0 \) also serves a selection device so that when the constraint \( \beta_0 \geq 0 \) is active, it enters into the asymptotic distribution, but when it is inactive (and \( \beta_0 \) is not drifting towards zero), it has no impact on the asymptotic distribution.

If we didn’t have \( \sqrt{n} \alpha_n \to \infty \), then \( \frac{\beta_n - \beta_n}{\alpha_n} \overset{Z}{\rightarrow} \mathcal{Z} \) will not be \( o_p \left( 1 \right) \) and \( \mathcal{Z} \) will enter into the proximal bootstrap’s asymptotic distribution:

\[
\frac{\hat{\beta}_n^* - \beta_0}{\alpha_n} = \arg \min_{\left\{ h: \frac{\alpha_n}{\alpha_n} + h \geq 0 \right\}} \left\{ \sqrt{n} \left( \hat{\beta}_n^* \left( \hat{\beta}_n \right) - \hat{\beta}_n \left( \beta_n \right) \right)' \left( \frac{\beta_n - \beta_n}{\alpha_n} + h \right) + \frac{1}{2} \left\| \frac{\beta_n - \beta_n}{\alpha_n} + h \right\|^2_{H_n} \right\} 
\]

\[
= \arg \min_{\left\{ h: \beta_n \geq \beta_0 \right\}} \left\{ h' W_0 + \frac{1}{2} \left( h + \mathcal{Z} \right)' H_0 \left( h + \mathcal{Z} \right) \right\} = \max \left\{ -H_0^{-1} W_0 - \mathcal{Z}, 0 \right\} \quad \text{if } \beta_0 = 0
\]

\[
= \arg \min_{\left\{ h: \beta_n \geq \beta_0 \right\}} \left\{ h' W_0 + \frac{1}{2} \left( h + \mathcal{Z} \right)' H_0 \left( h + \mathcal{Z} \right) \right\} = -H_0^{-1} W_0 - \mathcal{Z} \quad \text{if } \beta_0 > 0
\]

2.1.2 Assumptions

We now list some technical assumptions and discuss them afterwards.
Assumption 1. 
(i) $B \subset \mathbb{R}^d$ is compact, $C \subseteq B$ is closed, and $d$ is fixed.

(ii) $\hat{\beta}_n$ satisfies $\hat{Q}_n \left( \hat{\beta}_n \right) \leq \inf_{\beta \in C} Q_n (\beta) + o_P(1)$.

(iii) $\beta_0$ is the unique value of $\arg \min_{\beta \in C} Q(\beta)$.

(iv) $Q(\beta)$ is twice continuously differentiable at $\beta_0$, and $\sup_{\beta \in B} \left| \hat{Q}_n (\beta) - Q(\beta) \right| = o_P(1)$.

Assumption 2. 
(i) There exists a function $g : \mathcal{X} \to \mathbb{R}^d$ indexed by a parameter $\beta \in \mathbb{R}^d$ such that for any $\beta \in \mathbb{R}^d$, $\sqrt{n} \left( \hat{\lambda}_n (\beta) - l(\beta) \right) = \sqrt{n} (P_n - P) g(\cdot, \beta) + o_P(1)$ and $\sqrt{n} \left( \hat{\lambda}_n^* (\beta) - \hat{\lambda}_n (\beta) \right) = \sqrt{n} (P_n^* - P_n) g(\cdot, \beta) + o_P(1)$, where $\lim_{n \to \infty} \| g(\cdot, \beta_0) \| = 1$ and $\| g(\cdot, \beta_0) \| > \epsilon \sqrt{n} = 0$ for each $\epsilon > 0$.

(ii) $\mathcal{G}_R = \{ g(\cdot, \beta) - g(\cdot, \beta_0) : \| \beta - \beta_0 \| \leq R \}$ is a Donsker class for some $R > 0$ and $P \| g(\cdot, \beta) - g(\cdot, \beta_0) \|^2 \to 0$ for $\beta \to \beta_0$.

Assumption 3. $\lim_{\lambda \to \infty} \lim_{n \to \infty} \sup_{t \geq \lambda} E \sup_{g(\cdot, \beta) \in \mathcal{G}_n} \left\| \frac{g(\cdot, \beta) - g(\cdot, \beta_0)}{1 + \sqrt{n} \| \beta - \beta_0 \|} \right\| > t$ for any $\delta_n \to 0$.

Assumption 4. Suppose Linear Independence Constraint Qualification (LICQ) holds at $\beta_0$ : the gradients of the active constraints $F_{0j}$, for $j \in \mathcal{E} \cup \mathcal{I}^*$, where $\mathcal{I}^* = \{ j \in \mathcal{I} : f_j (\beta_0) = 0 \}$, are linearly independent.

Assumption 5. Suppose $f_j : B \to \mathbb{R}$ for all $j \in \mathcal{E} \cup \mathcal{I}$ are twice continuously differentiable functions.

Let $\lambda_{0j}$ be the unique Lagrange multipliers that satisfy $\lambda_{0j} f_j (\beta_0) = 0$ for all $j \in \mathcal{E} \cup \mathcal{I}$, $\lambda_{0j} \geq 0$ for all $j \in \mathcal{E} \cup \mathcal{I}$, and $\nabla L(\beta_0, \lambda_0) = l(\beta_0) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} F_{0j} = 0$, where $L(\beta_0, \lambda_0) = Q(\beta) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} f_j (\beta)$ and $F_{0j} \equiv \frac{\partial f_j (\beta)}{\partial \beta} \bigg|_{\beta = \beta_0}$. Define $\tilde{\lambda}_n (\beta) = \hat{Q}_n (\beta) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} f_j (\beta)$, and $G_{0j} \equiv \frac{\partial^2 f_j (\beta)}{\partial \beta \partial \beta} \bigg|_{\beta = \beta_0}$.

Then for any $\delta_n \to 0$, and $B_{\delta_n} = \{ h \in \mathbb{R}^d : \| h \| \sqrt{n} \leq \delta_n \}$,

\[
\sup_{h \in B_{\delta_n}} \left| \frac{n \tilde{\lambda}_n (\beta_0 + \frac{h}{\sqrt{n}}) - n \tilde{\lambda}_n (\beta_0) - h' \sqrt{n} \hat{\lambda}_n (\beta_0) - \frac{1}{2} h' H_0 h - \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} \left( \sqrt{n} F_{0j}' h + \frac{1}{2} h' G_{0j} h \right) \} 1 + \| h \|^2 \right| = o_P(1)
\]

Assumption 1 is a standard assumption for showing consistency of $\hat{\beta}_n$ for $\beta_0$. Assumption 2 allows us to apply Theorem 2.6 of Kosorok (2007) and show that $\sqrt{n} \left( \hat{\lambda}_n (\beta_0) - l(\beta_0) \right)$ and
\( \sqrt{n} \left( \hat{t}_n^*(\beta_0) - \hat{t}_n(\beta_0) \right) \) have the same asymptotic distribution. In the case of the wild bootstrap \( P_n^* = \frac{1}{n} \sum_{i=1}^n (\xi_i/\xi_n) \delta_{X_i} \), we need to ensure that the weights \( \xi_i \) have mean equal to variance.

We use Assumption 3 to show bootstrap equicontinuity which will imply \( \sqrt{n} \left( \hat{t}_n^*(\beta_n) - \hat{t}_n(\beta_n) \right) \) and \( \sqrt{n} \left( \hat{t}_n^*(\beta_0) - \hat{t}_n(\beta_0) \right) \) have the same asymptotic distribution. Assumption 2(ii) will imply stochastic equicontinuity, which in combination with the envelope function integrability condition in Assumption 3 will imply bootstrap equicontinuity (see Lemma 4.2 of Wellner and Zhan (1996)).

A sufficient condition for Assumption 3 is that \( \sup_{g(\cdot,\beta)\in \tilde{G}_{\delta_n}} \left\| \frac{g(\cdot,\beta) - g(\cdot,\beta_0)}{1+\sqrt{n} |\beta - \beta_0|} \right\| \leq \kappa \) for some constant \( \kappa > 0 \) and any \( \delta_n \to 0 \).

For the Andrews (2000) example (example 1), Assumptions 2 and 3 are satisfied. Note that we showed earlier that \( \sqrt{n} \left( \hat{t}_n(\beta) - 1(\beta) \right) = \sqrt{n} (P_n - P) g(\cdot,\beta) + o_P(1) \) and \( \sqrt{n} \left( \hat{t}_n^*(\beta) - \hat{t}_n(\beta) \right) = \sqrt{n} (P_n^* - P_n) g(\cdot,\beta) + o_P(1) \), where \( g(\cdot,\beta) = -(y_i - \beta) \). Since \( g(\cdot,\beta) - g(\cdot,\beta_0) = -(y_i - \beta) + (y_i - \beta_0) = 0 \), \( \tilde{G}_R = \{ g(\cdot,\beta) - g(\cdot,\beta_0) : |\beta - \beta_0| \leq R \} \) for any \( R > 0 \) is a fixed function class and therefore also a Donsker class, and \( (P_n g(\cdot,\beta) - g(\cdot,\beta_0))^2 \to 0 \) as \( \beta \to \beta_0 \). Additionally,

\[
\sup_{g(\cdot,\beta)\in \tilde{G}_{\delta_n}} \left\| \frac{g(\cdot,\beta) - g(\cdot,\beta_0)}{1+\sqrt{n} |\beta - \beta_0|} \right\| \leq 1 \]

so Assumption 3 is satisfied. In the Appendix, we verify that Assumptions 2 and 3 are satisfied for examples 2 and 3.

Assumption 4 imposes that the constraints satisfy Linear Independence Constraint Qualification (LICQ), which says that the gradients of the active constraints are linearly independent. LICQ is the weakest possible constraint qualification that ensures the set of optimal Lagrange multipliers that satisfy the first order Karush-Kuhn-Tucker (KKT) conditions is a singleton (Wachsmuth (2013)). We note that LICQ will be violated when some active constraint gradients are linear combinations of other active constraint gradients. In particular, LICQ will be violated when some of the active constraint gradients are zero. Examples of when LICQ is violated appear in e.g. Kaido et al. (2021) and Nocedal and Wright (2006). It is fine to relax LICQ to Mangasarian-Fromovitz constraint qualification (MFCQ) as long as we impose the additional condition that there are unique optimal Lagrange multipliers. MFCQ is weaker than LICQ because it does not require the gradients of the equality constraints to be linearly independent. Both MFCQ and LICQ are clearly satisfied for our examples 1-2 because there can be at most one constraint active at \( \beta_0 \). For example 3, MFCQ and LICQ will be satisfied if the constraint gradients corresponding to the active constraints at \( \beta_0 \) (those \( j \) for which \( \frac{1}{n} \sum_{i=1}^n P_{ij}(\beta_0) = \bar{b}_j \)) are linearly independent.
Assumption 5 requires that the sample Lagrangian evaluated at the population Lagrange multipliers has a uniform local quadratic approximation in \( \sqrt{n} \) neighborhoods of \( \beta_0 \). This assumption is similar to the stochastic differentiability assumption in Pollard (1985) and is needed to derive the asymptotic distribution of \( \sqrt{n}(\beta_n - \beta_0) \). The importance of using the Lagrangian instead of the objective function is that it allows for \( \beta_0 \) to not be a solution of the unconstrained population optimization problem; in other words, we allow for the possibility that \( l(\beta_0) \neq 0 \). Note that since the derivative of the population Lagrangian satisfies \( \nabla L(\beta_0, \lambda_0) \equiv l(\beta_0) + \sum_{j \in E \cup I} \lambda_0 j F_{0j} = 0 \) by the KKT conditions, Assumption 5 can also be written as follows: for any \( \delta_n \rightarrow 0 \), and \( \mathcal{B}_{\delta_n} = \left\{ h \in \mathbb{R}^d : \frac{|h|}{\sqrt{n}} \leq \delta_n \right\} \),

\[
\sup_{h \in \mathcal{B}_{\delta_n}} \left| \frac{n\tilde{L}_n(\beta_0 + \frac{h}{\sqrt{n}}) - n\tilde{L}_n(\beta_0) - h' \sqrt{n}(\hat{\epsilon}_n(\beta_0) - l(\beta_0)) - \frac{1}{2} h'H_0h - \frac{1}{2} \sum_{j \in E \cup I} \lambda_0 j h'G_{0j}h}{1 + \|h\|^2} \right| = o_P(1)
\]

When \( l(\beta_0) = 0 \) and LICQ is satisfied, \( \lambda_{0j} = 0 \) for all \( j \in E \cup I \). A more in-depth discussion of why \( \lambda_{0j} = 0 \) appears in Remark 1. Assumption 5 can then be rewritten as follows: for any \( \delta_n \rightarrow 0 \),

\[
\sup_{h \in \mathcal{B}_{\delta_n}} \left| \frac{n\tilde{Q}_n(\beta_0 + \frac{h}{\sqrt{n}}) - n\tilde{Q}_n(\beta_0) - h' \sqrt{n}\hat{\epsilon}_n(\beta_0) - \frac{1}{2} h'H_0h}{1 + \|h\|^2} \right| = o_P(1)
\]

Assumption 5 is satisfied in Example 1 because the objective \( \tilde{Q}_n(\beta) = \frac{1}{2n} \sum_{i=1}^n (y_i - \beta)^2 \) is quadratic and the constraint \( \beta \geq 0 \) is linear. In particular, \( n\tilde{L}_n(\beta_0 + \frac{h}{\sqrt{n}}) - n\tilde{L}_n(\beta_0) = n\tilde{Q}_n(\beta_0 + \frac{h}{\sqrt{n}}) - n\tilde{Q}_n(\beta_0) = h' \sqrt{n} \hat{\epsilon}_n(\beta_0) + h'H_0h + n\sqrt{n} h' \hat{\epsilon}_n(\beta_0) - l(\beta_0) \), where we have used the KKT condition \( l(\beta_0) - \lambda_0 = 0. \) To check that Assumption 5 is satisfied in Example 2, we can use Proposition 1 of Chernozhukov and Hong (2003) who show that the uniform local quadratic approximation of the objective in a neighborhood of \( \beta_0 \) follows from compactness of the parameter space, continuity of the population Jacobian and Hessian, and the moments \( \{\pi(\cdot, \beta) : \|\beta - \beta_0\| \leq R\} \) being a Donsker class for any \( R > 0 \). The constraint \( \beta \geq 0 \) is linear and can be dealt with using the same KKT condition \( l(\beta_0) - \lambda_0 = 0 \) as in Example 1. For Example 3, we can use Lemma 2 of Chernozhukov and Hong (2003) which says that the uniform local quadratic approximation of the objective in a neighborhood of \( \beta_0 \) will hold when \( \tilde{Q}_n(\beta) \) is twice continuously differentiable with a second derivative matrix that is uniformly consistent for the population hessian.
\( H_0 \) in a neighborhood of \( \beta_0 \). The constraints in this example are estimated, and we will require the second derivatives of the estimated sample constraints to be uniformly consistent for the second derivatives of the population constraints.

In the following theorem, we show that when the inequality constraints \( f_j(\beta_0) \) for \( j \in I \) are not drifting towards zero and when there are no strongly active constraints, the proximal bootstrap is able to consistently replicate the non-standard asymptotic distribution of constrained estimators for which the standard bootstrap is inconsistent. We denote \( \hat{\beta}_n \) as the initial \( \sqrt{n} \)-consistent estimator for \( \beta_0 \), \( \hat{G}_{nj} = \frac{\partial^2 f_j(\beta)}{\partial \beta \partial \beta'}\bigg|_{\beta = \hat{\beta}_n} \) for all \( j \), and \( \{\hat{\lambda}_{nj} \text{ for } j \in \mathcal{E} \cup I\} \) are a set of optimal Lagrange multipliers obtained from the optimization problem used to compute \( \hat{\beta}_n \).

**Theorem 1.** Suppose Assumptions 1 - 5 are satisfied in addition to the following:

\begin{enumerate}
  
  \item \( \nabla^2 \mathcal{L}(\beta_0, \lambda_0) \equiv H_0 + \sum_{j \in \mathcal{E} \cup I} \lambda_{0j}G_{0j} \) is positive definite on \( M(\lambda_0) = \{h : F'_{0j}h = 0, j \in \mathcal{E} \cup I^*(\lambda_0)\} \).
  
  \item \( \hat{H}_n \overset{p}{\to} H_0, \max_{j \in \mathcal{E} \cup I} |\hat{G}_{nj} - G_{0j}| \overset{p}{\to} 0, \text{ and } \max_{j \in \mathcal{E} \cup I} |\hat{\lambda}_{nj} - \lambda_{0j}| \overset{p}{\to} 0. \)
  
  \item \( I^*(\lambda_0) \equiv \{j \in I^* : \lambda_{0j} > 0\} = \emptyset. \)
\end{enumerate}

Suppose \( f_j(\beta_0) \) for \( j \in I \) is fixed (not changing with the sample size \( n \)). For any sequence \( \alpha_n \) such that \( \alpha_n \to 0 \) and \( \sqrt{n} \alpha_n \to \infty \), let \( \hat{\beta}^*_n = \arg\min_{\beta \in \mathcal{C}^*} \hat{A}^*_n(\beta) \), where \( \hat{A}^*_n(\beta) \) and \( \mathcal{C}^* \) are defined in equation 1. Then, \( \sqrt{n}(\hat{\beta}_n - \beta_0) \overset{\mathcal{D}}{\to} \mathcal{J} \) and \( \frac{\hat{\beta}_n - \beta_0}{\alpha_n} \overset{\mathcal{D}}{\to} \mathcal{J} \), where

\[
\mathcal{J} = \arg\min_{h \in \Sigma} \left\{ h'W_0 + \frac{1}{2}h'H_0h + \frac{1}{2} \sum_{j \in \mathcal{E}} \lambda_{0j}h'G_{0j}h \right\}
\]

\[
\Sigma = \{h : F'_{0j}h = 0 \text{ for } j \in \mathcal{E}, F'_{0j}h \leq 0 \text{ for } j \in I^*\}
\]

\( W_0 \sim N\left(0, P\left(g(\cdot, \beta_0) - Pg(\cdot, \beta_0)\right)(g(\cdot, \beta_0) - Pg(\cdot, \beta_0))'\right). \)

In condition (i), we do not require the Lagrangian’s hessian \( \nabla^2 \mathcal{L}(\beta_0, \lambda_0) \) to be positive definite on \( \mathbb{R}^d \) because \( \beta_0 \) is typically a saddle-point of \( \mathcal{L}(\beta_0, \lambda_0) \). Condition (ii) says that the sample analogs of the hessians and Lagrange multipliers are consistent for their population limits. Condition (iii) rules out the strongly active inequality constraints at \( \beta_0 \) because the proximal bootstrap cannot distinguish between strongly versus weakly active inequality constraints.
(weakly active inequality constraints are those \( j \in \mathcal{I}^* \) such that \( \lambda_{0j} = 0 \)). If both strong and weakly active inequality constraints are present, then the constraint set in \( \mathcal{J} \) should be

\[
\Sigma = \left\{ h : F'_{0j} h = 0 \text{ for } j \in \mathcal{E} \cup \mathcal{I}^* (\lambda_0), F'_{0j} h \leq 0 \text{ for } j \in \mathcal{I}^*_0 (\lambda_0) \right\}.
\]

The rate conditions on \( \alpha_n \) will ensure that the nonactive inequality constraints will not be included in \( \Sigma \); however, among the active inequality constraints, the proximal bootstrap is not able to determine which of them have positive Lagrange multipliers and turn them into equality constraints inside \( \Sigma \). We think that ruling out strongly active inequality constraints at \( \beta_0 \) is a plausible assumption because we are effectively ruling out misspecified inequality constraints. In Example 1, the constraint \( \beta \geq 0 \) will be misspecified at \( \beta_0 \) if \( E[y_i] < 0 \) and we are interested in conducting inference on \( \beta_0 = \arg \min_{\beta \geq 0} E[(y_i - \beta)^2] \).

The proximal bootstrap cannot handle this misspecified inequality constraint because \( \lambda_0 \) is positive. Notice that the proximal bootstrap can allow for all types of equality constraints, including misspecified ones, because all of them remain as equality constraints inside \( \Sigma \). Later in Section 2.2, we will still able to conduct uniformly valid inference using test-inversion when there are strongly active inequality constraints at \( \beta_0 \) because we do not need to estimate the limiting constraint set \( \Sigma \) when forming our test statistic.

**Remark 1.** If \( l(\beta_0) = 0 \), meaning that the population unconstrained minimum is the same as the constrained minimum, then \( \mathcal{J} \) reduces down to

\[
\mathcal{J} = \arg \min_{h \in \Sigma} \left\{ h'W_0 + \frac{1}{2} h'H_0 h \right\}
\]

\[
\Sigma = \{ h : F'_{0j} h = 0 \text{ for } j \in \mathcal{E}, F'_{0j} h \leq 0 \text{ for } j \in \mathcal{I}^* \}
\]

This is because by the KKT conditions, \( \lambda_{0j} \) satisfies \( l(\beta_0) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} F_{0j} = 0 \), so if \( l(\beta_0) = 0 \), then \( \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} F_{0j} = 0 \). By LICQ, the active constraint gradients \( F_{0j} \) for \( j \in \mathcal{E} \cup \mathcal{I}^* \) are all nonzero, and furthermore, the optimal Lagrange multipliers for the nonactive inequality constraints \( j \in \mathcal{I} \backslash \mathcal{I}^* \) are zero by the complementary slackness conditions \( \lambda_{0j} f_j (\beta_0) = 0 \) for all \( j \in \mathcal{E} \cup \mathcal{I} \). Therefore, \( \lambda_{0j} = 0 \) for all \( j \in \mathcal{E} \cup \mathcal{I} \) is a solution to \( \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} F_{0j} = 0 \). Since the set of Lagrange multipliers that satisfy the KKT conditions is a singleton under LICQ, \( \lambda_{0j} = 0 \) for all \( j \in \mathcal{E} \cup \mathcal{I} \) are the unique optimal Lagrange multipliers, which implies \( \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} h' G_{0j} h = 0 \).
In this case, we can redefine the proximal bootstrap estimator as 
\[ \hat{\beta}^*_n = \arg\min_{\beta \in C^*} \hat{Z}^*_n (\beta), \]
where
\[ \hat{Z}^*_n (\beta) = \alpha_n \sqrt{n} \left( \hat{t}^*_n (\beta) - \hat{t}_n (\beta) \right)' (\beta - \beta) + \frac{1}{2} \| \beta - \beta \|_{H_n}^2 \]  

From results in Shapiro (1988) and Shapiro (1989), when \( l(\beta_0) = 0 \) and LICQ is satisfied, the Tangent cone \( T_C (\beta_0) \equiv \limsup_{\tau \downarrow 0} \frac{\hat{C} - \hat{\beta}_0}{\tau} \) is equal to \( \Sigma = \left\{ h : F_{0j}' h = 0 \text{ for } j \in \mathcal{E}, F_{0j}' h \leq 0 \text{ for } j \in \mathcal{I}^* \right\} \), so \( J \) can be written as arg min \( \{ h'W_0 + \frac{1}{2} h' H_0 h \} \), which coincides with the asymptotic distribution given in Geyer (1994). Additionally, LICQ implies \( C \) is Chernoff Regular at \( \beta_0 \), and this cone \( K \) will be the Tangent cone \( T_C (\beta_0) \). The constraint set \( C \) is Chernoff Regular at \( \beta_0 \) if \( C \) is well-approximated by a cone \( K \) at \( \beta_0 \), meaning that \( \inf_{w \in K} \| (\beta - \beta_0) - w \| = o (\| \beta - \beta_0 \|) \) for all \( \beta \in C \), and \( \inf_{\beta \in C} \| (\beta - \beta_0) - w \| = o (\| w \|) \) for all \( w \in K \) (see Theorem 2.1 of Geyer (1994) for more details).

Remark 2. If there are only equality constraints, then the asymptotic distribution becomes \( J = \arg\min_{h \in \Sigma} \{ h' W_0 + \frac{1}{2} h' \left( H_0 + \sum_{j \in \mathcal{E}} \lambda_{0j} G_{0j} \right) h \} \) for \( \Sigma = \left\{ h : F_{0j}' h = 0 \text{ for } j \in \mathcal{E} \right\} \). Using standard arguments in Amemiya (1985) Section 1.4.1 or Newey and McFadden (1994) Section 9.1, \( J = -B_0^{-1} \left( I - F_0 \left( F_0' H_0^{-1} F_0 \right)^{-1} F_0' B_0^{-1} \right) W_0 \), where \( B_0 = H_0 + \sum_{j \in \mathcal{E}} \lambda_{0j} G_{0j} \). If \( W_0 \) is multivariate normal, then the asymptotic distribution will be multivariate normal.

If \( l(\beta_0) = 0 \) or if the constraints are linear, then \( \sum_{j \in \mathcal{E}} \lambda_{0j} G_{0j} = 0 \) and \( B_0 = H_0 \), so \( J = -H_0^{-1} \left( I - F_0 \left( F_0' H_0^{-1} F_0 \right)^{-1} F_0' H_0^{-1} \right) W_0 \).

2.2 Uniformity

In the case of drifting inequality constraints \( f_j (\beta_0) = c/n^\rho \) for some \( \rho > 0 \) and \( c < 0 \), the proximal bootstrap will typically not consistently replicate the estimator’s asymptotic distribution; however we can still obtain a uniformly asymptotically valid confidence set for \( \beta_0 \) using test-inversion. We will benchmark the distribution of the test statistic \( n \left( \hat{\beta}_n (\beta_0) - \inf_{h \in B_{\delta_n}} \hat{\beta}_n (\beta_0 + \frac{h}{\sqrt{n}}) \right) \) against the empirical distribution of \( -\frac{\inf_{\beta \in C^*} \hat{A}_n^* (\beta)}{\alpha_n} \), where \( \hat{\beta}_n (\beta) = Q_n (\beta) + \sum_{j \in \mathcal{E}, j \in \mathcal{I}} \lambda_{0j} f_j (\beta) \) is the sample Lagrangian, \( \hat{A}_n^* (\beta) \) is the proximal bootstrap objective defined in equation 1, \( B_{\delta_n} = \left\{ h \in \mathbb{R}^d : \frac{|h|}{\sqrt{n}} \leq \delta_n \right\} \) is a shrinking neighborhood, and \( \delta_n \to 0 \) satisfies \( \sqrt{n} \delta_n \to \kappa \) for \( \kappa \in (0, \infty) \). Let \( \hat{c}^*_1 - \alpha \) be the \( 1 - \alpha \) quantile of \( -\frac{\inf_{\beta \in C^*} \hat{A}_n^* (\beta)}{\alpha_n} \). We will show that \( \hat{C}^*_{1 - \alpha} = \left\{ \beta : n \left( \hat{\beta}_n (\beta) - \inf_{h \in B_{\delta_n}} \hat{\beta}_n (\beta + \frac{h}{\sqrt{n}}) \right) \leq \sqrt{n} \hat{c}^*_1 - \alpha \} \)
is a uniformly asymptotically valid nominal $1 - \alpha$ confidence set for $\hat{\beta}_0 \equiv \beta (P)$.

In the theorem below, $J_n (\cdot, P)$ denotes the CDF of $\left( \hat{\mathcal{L}}_n (\beta_0) - \inf_{h \in \mathcal{B}_{\alpha_n}} \hat{\mathcal{L}}_n (\beta_0 + \frac{h}{\sqrt{n}}) \right)$ under $P$, and $J (\cdot, P)$ denotes the CDF of its limiting distribution under $P$. Similarly, $J^* (\cdot, P)$ denotes the conditional CDF of $\left( \frac{\inf_{\beta \in \mathcal{B}_{\alpha_n}} \hat{A}_n^*(\beta)}{\alpha_n} \right)$ under $P$, and $J^* (\cdot, P)$ denotes the CDF of its limiting distribution under $P$.

**Theorem 2.** Let $\mathcal{P}$ be a class of distributions for which Assumptions 1 - 5 hold uniformly in $P \in \mathcal{P}$ and conditions (i) and (ii) of Theorem 1 are satisfied uniformly in $P \in \mathcal{P}$, and $\{J_n (\cdot, P) : P \in \mathcal{P}\}$ and $\{J^* (\cdot, P) : P \in \mathcal{P}\}$ are equicontinuous at $J_n^{-1} (1 - \alpha, P)$. Then $\lim \sup_{n \to \infty} \inf_{P \in \mathcal{P}} P (\beta (P) \in \mathcal{C}_{1 - \alpha}^*) \geq 1 - \alpha$, where $\mathcal{C}_{1 - \alpha}^* = \left\{ \beta : n \left( \hat{\mathcal{L}}_n (\beta) - \inf_{h \in \mathcal{B}_{\alpha_n}} \hat{\mathcal{L}}_n (\beta + \frac{h}{\sqrt{n}}) \right) \leq \hat{c}_{1 - \alpha}^* \right\}$, $\mathcal{B}_{\alpha_n} = \left\{ h \in \mathbb{R}^d : \frac{|h|}{\sqrt{n}} \leq \delta_n \right\}$, $\delta_n \to 0$ satisfies $\sqrt{n} \delta_n \to k$ for $k \in (0, \infty]$, and $\hat{c}_{1 - \alpha}^*$ is the $1 - \alpha$ quantile of $\left( \frac{\inf_{\beta \in \mathcal{B}_{\alpha_n}} \hat{A}_n^*(\beta)}{\alpha_n} \right)$ for any $\alpha_n$ satisfying $\alpha_n \to 0$ and $\sqrt{n} \alpha_n \to \infty$.

**Remark 3.** If we would like to construct a nominal $1 - \alpha$ confidence set for a subvector $\gamma_0 = a' \beta_0$, where $a$ is a known vector, we could use projection: $\mathcal{C}_{1 - \alpha}^{Proj} = \left[ \inf_{\beta \in \mathcal{C}_{1 - \alpha}^*} a' \beta, \sup_{\beta \in \mathcal{C}_{1 - \alpha}^*} a' \beta \right]$. The uniform asymptotic validity of these projection intervals follows directly from the uniform asymptotic validity of $\mathcal{C}_{1 - \alpha}^*$.

**Remark 4.** If $\lambda_{0j} = 0$ for all $j \in \mathcal{E} \cap \mathcal{I}$ which occurs when LICQ is satisfied and $l (\beta_0) = 0$, we can replace $\hat{\mathcal{L}}_n (\cdot)$ by $\hat{Q}_n (\cdot)$. The confidence set becomes $\mathcal{C}_{1 - \alpha}^* = \left\{ \beta : n \left( \hat{Q}_n (\beta) - \inf_{h \in \mathcal{B}_{\alpha_n}} \hat{Q}_n (\beta + \frac{h}{\sqrt{n}}) \right) \leq \hat{c}_{1 - \alpha}^* \right\}$, where $\hat{c}_{1 - \alpha}^*$ is the $1 - \alpha$ quantile of $\left( \frac{\inf_{\beta \in \mathcal{B}_{\alpha_n}} \hat{Z}_n^*(\beta)}{\alpha_n} \right)$, and $\hat{Z}_n^*(\beta) = \alpha_n \sqrt{n} \left( \hat{t}_n^* (\tilde{\beta}_n) - \hat{t}_n (\tilde{\beta}_n) \right)' (\beta - \tilde{\beta}_n) + \frac{1}{2} \left( \beta - \tilde{\beta}_n \right)^2_{H_n}$.

**Andrews (2000) Example Revisited** Suppose in the Andrews (2000) example the parameter is drifting at some $\tau_n$ rate: $\beta_0 = c/\tau_n$ for some constant $c > 0$. When $c > 0$, $l (\beta_0) = 0$ and the inequality constraint $\beta > 0$ is weakly active in the limit as $\tau_n \to \infty$. To conduct uniformly valid inference, we can use $\mathcal{C}_{1 - \alpha}^* = \left\{ \beta : n \left( \hat{Q}_n (\beta) - \inf_{h \in \mathcal{B}_{\alpha_n}} \hat{Q}_n (\beta + \frac{h}{\sqrt{n}}) \right) \leq \hat{c}_{1 - \alpha}^* \right\}$, where $\hat{c}_{1 - \alpha}^*$ is the $1 - \alpha$ quantile of $\left( \frac{\inf_{\beta \in \mathcal{B}_{\alpha_n}} \hat{Z}_n^*(\beta)}{\alpha_n} \right)$, and $\hat{Z}_n^*(\beta) = \alpha_n \sqrt{n} (\tilde{y}_n - \tilde{y}_n^*) (\beta - \tilde{\beta}_n) + \frac{1}{2} (\beta - \tilde{\beta}_n)^2$. We can
show that \( n \left( \hat{Q}_n (\beta_0) - \inf_{h \in B_{n,1}} \hat{Q}_n (\beta_0 + \frac{h}{\sqrt{n}}) \right) \Rightarrow \begin{cases} - \inf_{h \in \mathbb{R}^d : \|h\| \leq \kappa} q (h) & \text{if } \sqrt{n} \delta_n \to 0 \\ - \inf_{h \in \mathbb{R}^d} q (h) & \text{if } \sqrt{n} \delta_n \to \infty \end{cases} \), and

\[ - \frac{\inf_{\beta \in \mathbb{R}} \hat{Z}_n^*(\beta)}{\alpha_n^2} \xrightarrow{\mathbb{P}} - \min_{h \in \mathbb{R}^d} q (h), \] where \( q (h) = h' W_0 + \frac{1}{2} h' H_0 h \), \( H_0 = 1 \) and \( W_0 \sim N (0, \text{Var} (y_i)) \).

### 2.3 Choice of \( \alpha_n \)

In order to determine the optimal value of \( \alpha_n \), one possibility is to use a double bootstrap algorithm similar to the one in Chakraborty et al. (2013). Starting from the smallest value in a grid of \( \alpha_n \), draw \( B_1 \) bootstrap samples and compute initial \( \sqrt{n} \)-consistent estimates \( \hat{\beta}_n^{(b_1)} \) for \( b_1 = 1, \ldots, B_1 \). To obtain these initial \( \sqrt{n} \)-consistent estimates, we could use the proximal bootstrap or other consistent procedures such as subsampling, but we cannot use the standard bootstrap which can be inconsistent when parameters are not in the interior. We can use these \( \hat{\beta}_n^{(b_1)} \) to estimate the Jacobians \( \hat{J}_n^{(b_1)} \left( \hat{\beta}_n^{(b_1)} \right) \) and Hessians \( \hat{H}_n^{(b_1)} \) and \( \hat{G}_{n,j}^{(b_1)} \) and all \( j \in \mathcal{E} \cup \mathcal{I} \). Conditional on each of these bootstrap samples \( b_1 = 1, \ldots, B_1 \), draw \( B_2 \) bootstrap samples and compute \( \hat{I}_n^{(b_2)} \left( \hat{\beta}_n^{(b_1)} \right) \) for \( b_2 = 1, \ldots, B_2 \). Pick some nominal frequency \( 1 - \tau \). Compute the empirical frequency with which \( \mathcal{C}_n^{(b_1)} = \left\{ \beta : n \left( \hat{L}_n^{(b_1)} (\beta) - \inf_{h \in B_{n,1}} \hat{L}_n^{(b_1)} (\beta + \frac{h}{\sqrt{n}}) \right) \leq \hat{c}_{1-\tau}^* \} \) covers \( \beta_n \), where \( \hat{c}_{1-\tau}^* \) is the \( 1 - \tau \) quantile of \( - \frac{\inf_{\beta \in \mathbb{R}} \hat{A}_n^{(b_1,b_2)} (\beta)}{\alpha_n^2} \) and

\[
\hat{A}_n^{(b_1,b_2)} (\beta) = \alpha_n \sqrt{n} \left( \hat{I}_n^{(b_2)} \left( \hat{\beta}_n^{(b_1)} \right) - \hat{I}_n^{(b_1)} \left( \hat{\beta}_n^{(b_1)} \right) \right)' \left( \beta - \hat{\beta}_n^{(b_1)} \right) + \frac{1}{2} \left\| \beta - \hat{\beta}_n^{(b_1)} \right\|_{B_n^{(b_1)}}^2 \tag{3}
\]

If the current value of \( \alpha_n \) achieves coverage at or above \( 1 - \tau \), then it picks that value as the optimal \( \alpha_n \). Otherwise, increment \( \alpha_n \) to the next highest value in the grid and repeat the steps above.

When \( l (\beta_0) = 0 \), we can use \( \mathcal{C}_n^{(b_1)} = \left\{ \beta : n \left( Q_n^{(b_1)} (\beta) - \inf_{h \in B_{n,1}} Q_n^{(b_1)} (\beta + \frac{h}{\sqrt{n}}) \right) \leq \hat{c}_{1-\tau}^* \} \), where \( \hat{c}_{1-\tau}^* \) is the \( 1 - \tau \) quantile of \( - \frac{\inf_{\beta \in \mathbb{R}} \hat{Z}_n^{(b_1,b_2)} (\beta)}{\alpha_n^2} \) and

\[
\hat{Z}_n^{(b_1,b_2)} (\beta) = \alpha_n \sqrt{n} \left( \hat{J}_n^{(b_2)} \left( \hat{\beta}_n^{(b_1)} \right) - \hat{J}_n^{(b_1)} \left( \hat{\beta}_n^{(b_1)} \right) \right)' \left( \beta - \hat{\beta}_n^{(b_1)} \right) + \frac{1}{2} \left\| \beta - \hat{\beta}_n^{(b_1)} \right\|_{B_n^{(b_1)}}^2 \]

The justification for why this procedure works is similar to the arguments in Hall and Martin.
(1988) for using bootstrap iteration to reduce coverage error for confidence intervals. We are trying to estimate the coverage frequency of \( C_{1-\alpha} \) by constructing confidence sets \( \hat{C}_{1-\alpha} \) using the resampled data. We need \( B_1 \) and \( B_2 \) to be large enough so that we can estimate the coverage frequency well enough.

### 2.4 Estimated Constraints

We can also apply the proximal bootstrap to constrained estimators with a finite number of \( \sqrt{n} \)-consistently estimated inequality and/or equality constraints that are twice continuously differentiable over a compact parameter space \( \mathbb{B} \subset \mathbb{R}^d \).

\[
\hat{\beta}_n = \arg \min_{\beta \in C} \hat{Q}_n (\beta), \quad C = \{ \beta \in \mathbb{B} : f_{nj} (\beta) = 0 \text{ for } j \in \mathcal{E}, f_{nj} (\beta) \leq 0 \text{ for } j \in \mathcal{I} \}
\]

We will define the population analog of \( C \subset \mathbb{B} \) to be \( C_0 \equiv \{ \beta \in \mathbb{B} : f_{0j} (\beta) = 0 \text{ for } j \in \mathcal{E}, f_{0j} (\beta) \leq 0 \text{ for } j \in \mathcal{I} \} \), where \( \sup_{\beta \in \mathbb{B}} |f_{nj} (\beta) - f_{0j} (\beta)| = o_P(1) \) for all \( j \in \mathcal{E} \cup \mathcal{I} \). We are interested in conducting inference on \( \beta_0 = \arg \min_{\beta \in C_0} Q (\beta) \), which is assumed to be unique. \( Q (\beta) \) is twice continuously differentiable at \( \beta_0 \) and \( \sup_{\beta \in \mathbb{B}} \left| \hat{Q}_n (\beta) - Q (\beta) \right| = o_P(1) \).

Let \( f_{nj}^* (\beta) \) be the bootstrap analog of \( f_{nj} (\beta) \) and let \( F_{nj}^* (\beta) \equiv \frac{\partial f_{nj}^* (\beta)}{\partial \beta} \). For any \( \tilde{\beta}_n \) such that \( \sqrt{n} (\tilde{\beta}_n - \beta_0) = O_P(1) \), let \( \tilde{F}_{nj} \equiv F_{nj} (\tilde{\beta}_n), \tilde{F}_{nj}^* \equiv F_{nj}^* (\tilde{\beta}_n), \tilde{G}_{nj} \equiv \frac{\partial^2 f_{nj} (\beta)}{\partial \beta \partial \beta} \bigg|_{\beta = \tilde{\beta}_n} \) for all \( j \), and let \( \tilde{\lambda}_{nj} \) be a set of optimal Lagrange multipliers for \( \tilde{\beta}_n \). These Lagrange multipliers can be obtained directly as outputs from the optimization algorithm’s function call for computing \( \tilde{\beta}_n \). We modify our proximal bootstrap objective function to account for the sampling variation in the constraint Jacobians:

\[
\tilde{A}_n^* (\beta) \equiv \alpha_n \sqrt{n} \left( \hat{i}_n^* (\tilde{\beta}_n) - \hat{i}_n (\tilde{\beta}_n) \right)' (\beta - \tilde{\beta}_n) + \frac{1}{2} \| \beta - \tilde{\beta}_n \|_{\tilde{H}_n}^2 \\
+ \sum_{j \in \mathcal{E} \cup \mathcal{I}} \tilde{\lambda}_{nj} \left( \alpha_n \sqrt{n} (\tilde{F}_{nj}^* - \tilde{F}_{nj})' (\beta - \tilde{\beta}_n) + \frac{1}{2} \| \beta - \tilde{\beta}_n \|_{\tilde{G}_{nj}}^2 \right) \tag{4}
\]

We will modify Assumption 1 to account for the difference between the sample versus the population constraints.

**Assumption 1’**. (i) \( \mathbb{B} \subset \mathbb{R}^d \) is compact, \( C \subset \mathbb{B} \) is closed, and \( d \) is fixed.
(ii) \( \hat{\beta}_n \) satisfies \( \hat{Q}_n \left( \hat{\beta}_n \right) \leq \inf_{\beta \in C} \hat{Q}_n (\beta) + o_p (1) \).

(iii) \( \beta_0 \) is the unique value of \( \arg \min_{\beta \in C_0} Q (\beta) \).

(iv) \( Q (\beta) \) is twice continuously differentiable at \( \beta_0 \), and \( \sup_{\beta \in \mathbb{B}} \left| \hat{Q}_n (\beta) - Q (\beta) \right| = o_P (1) \).

(v) \( f_{nj} : \mathbb{B} \rightarrow \mathbb{R} \) and \( f_{0j} : \mathbb{B} \rightarrow \mathbb{R} \) are twice continuously differentiable functions that satisfy \( \sup_{\beta \in \mathbb{B}} |f_{nj} (\beta) - f_{0j} (\beta)| = o_P (1) \) for all \( j \in E \cup I \).

We also modify Assumption 5 to account for estimated constraints.

**Assumption 5’.** Let \( \lambda_{0j} \) be the unique Lagrange multipliers that satisfy \( \lambda_{0j} f_{0j} (\beta_0) = 0 \) for all \( j \in E \cup I \), \( 0 \leq \lambda_{0j} < \infty \) for all \( j \in E \cup I \), and \( \nabla \mathcal{L} (\beta_0, \lambda_0) = l (\beta_0) + \sum_{j \in E \cup I} \lambda_{0j} F_{0j} = 0 \). Define \( \hat{\mathcal{L}}_n (\beta) = \hat{Q}_n (\beta) + \sum_{j \in E \cup I} \lambda_{0j} f_{nj} (\beta) \), \( F_{nj} (\beta_0) = \frac{\partial f_{nj} (\beta)}{\partial \beta} \bigg|_{\beta = \beta_0} \), and \( G_{0j} = \frac{\partial^2 f_{0j} (\beta)}{\partial \beta^2} \bigg|_{\beta = \beta_0} \). For any \( \delta_n \rightarrow 0 \), and \( \mathcal{B}_{\delta_n} = \left\{ h \in \mathbb{R}^d : \frac{|h|}{\sqrt{n}} \leq \delta_n \right\} \),

\[
\sup_{h \in \mathcal{B}_{\delta_n}} \left| n \hat{\mathcal{L}}_n \left( \beta_0 + \frac{h}{\sqrt{n}} \right) - n \hat{\mathcal{L}}_n (\beta_0) - h' \sqrt{n} \hat{l}_n (\beta_0) - \frac{1}{2} h' H_0 h - \sum_{j \in E \cup I} \lambda_{0j} \left( \sqrt{n} F_{nj} (\beta_0)' h + \frac{1}{2} h' G_{0j} h \right) \right| 
\]

\[
\frac{1 + |h|^2}{1 + |h|^2} = o_P (1)
\]

Note that since \( \nabla \mathcal{L} (\beta_0, \lambda_0) = l (\beta_0) + \sum_{j \in E \cup I} \lambda_{0j} F_{0j} = 0 \), Assumption 5’ can also be written as follows: for any \( \delta_n \rightarrow 0 \), and \( \mathcal{B}_{\delta_n} = \left\{ h \in \mathbb{R}^d : \frac{|h|}{\sqrt{n}} \leq \delta_n \right\} \),

\[
\sup_{h \in \mathcal{B}_{\delta_n}} \left| n \hat{\mathcal{L}}_n \left( \beta_0 + \frac{h}{\sqrt{n}} \right) - n \hat{\mathcal{L}}_n (\beta_0) - h' \sqrt{n} \hat{l}_n (\beta_0) - \frac{1}{2} h' H_0 h - \sum_{j \in E \cup I} \lambda_{0j} \left( \sqrt{n} F_{nj} (\beta_0)' h + \frac{1}{2} h' G_{0j} h \right) \right| 
\]

\[
\frac{1 + |h|^2}{1 + |h|^2} = o_P (1)
\]

Assumption 5’ will hold in Example 3 if uniform local quadratic expansions exist for \( \hat{Q}_n (\beta) \) and the constraints \( f_{nj} (\beta) = \frac{1}{n} \sum_{i=1}^n P_{ij} (\beta) - \tilde{b}_j \). Since both \( \hat{Q}_n (\beta) \) and \( f_{nj} (\beta) \) are twice continuously differentiable, the uniform local quadratic expansions will hold if the second derivative matrices of \( \hat{Q}_n (\beta) \) and \( f_{nj} (\beta) \) are uniformly consistent for the population Hessians \( H_0 \) and \( G_{0j} \) when \( \beta \) lies in a neighborhood of \( \beta_0 \).

We next impose that the bootstrapped constraint Jacobians converge weakly in probability to the same limiting distribution as the unbootstrapped constraint Jacobians.
Assumption 6. (i) \( \sqrt{n} \left( \hat{i}_n (\beta_0) - l (\beta_0) \right) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} \sqrt{n} (F_{n_j} (\beta_0) - F_{0j}) \xrightarrow{w} W_0 + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} V_{0j}, \)

a tight random vector.

(ii) \( \sqrt{n} \left( \hat{i}_n (\beta_0) - \hat{l}_n (\beta_0) \right) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} \sqrt{n} \left( F_{n_j}^* (\beta_0) - F_{n_j} (\beta_0) \right) \xrightarrow{w} W_0 + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} V_{0j}. \)

(iii) \( \sup_{||\beta - \beta_0|| \leq o(1)} \sqrt{n} (F_n^* (\beta) - F_n (\beta) - F_n^* (\beta_0) + F_n (\beta_0)) = o_p(1). \)

A sufficient condition for \( \sqrt{n} \left( \hat{i}_n (\beta_0) - l (\beta_0) \right) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} \sqrt{n} (F_{n_j} (\beta_0) - F_{0j}) \xrightarrow{w} W_0 + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} V_{0j} \) is \( \left( \sqrt{n} \left( \hat{i}_n (\beta_0) - l (\beta_0) \right) \right) \xrightarrow{w} \left( \begin{array}{c} W_0 \\ V_0 \end{array} \right), \) where \( W_0 = (F_{0j} \text{ for } j \in \mathcal{E} \cup \mathcal{I}) \) and \( V_0 = (V_{0j} \text{ for } j \in \mathcal{E} \cup \mathcal{I}). \)

Similarly, a sufficient condition for \( \sqrt{n} \left( \hat{i}_n^* (\beta_0) - \hat{l}_n (\beta_0) \right) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} \sqrt{n} \left( F_{n_j}^* (\beta_0) - F_{n_j} (\beta_0) \right) \xrightarrow{w} W_0 + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} V_{0j} \) is \( \left( \sqrt{n} \left( \hat{i}_n^* (\beta_0) - \hat{l}_n (\beta_0) \right) \right) \xrightarrow{w} \left( \begin{array}{c} W_0 \\ V_0 \end{array} \right), \) when \( F_n (\beta) = F_n \pi (\cdot, \beta) \) and \( F_n^* (\beta) = P_n \pi (\cdot, \beta) \) are sample averages, these joint weak convergence statements can be verified under a joint Lindeberg condition.

We can show that uniformity results similar to those in Theorem 2 still hold in the case of estimated constraints. Let \( J_n (\cdot, P) \) denote the CDF of \( n \left( \hat{\mathcal{L}}_n (\beta_0) - \inf_{h \in \mathcal{B}_{\delta_n}} \hat{\mathcal{L}}_n (\beta_0 + \frac{h}{\sqrt{n}}) \right) \) under \( P \) for \( \mathcal{B}_{\delta_n} = \{ h \in \mathbb{R}^d : \frac{|h|}{\sqrt{n}} \leq \delta_n \} \) and \( \delta_n \to 0 \) satisfying \( \sqrt{n} \delta_n \to \kappa \) for \( \kappa \in (0, \infty). \) Let \( J (\cdot, P) \) denote the CDF of its limiting distribution under \( P. \) Similarly, let \( J_{\alpha_n}^* (\cdot, P) \) denote the conditional CDF of \( - \frac{\inf_{h \in \mathcal{B}_{\delta_n}} \mathcal{A}_n^* (\beta)}{\alpha_n^2} \) under \( P, \) where \( \mathcal{A}_n^* (\beta) \) is defined in equation 4, and \( J^* (\cdot, P) \) denotes the CDF of its limiting distribution under \( P. \)

Theorem 3. Let \( \mathcal{P} \) be a class of distributions for which Assumptions 1', 2 - 4, 5', 6 and conditions (i) and (ii) of Theorem 1 are satisfied uniformly in \( P \in \mathcal{P}, \) and \{\( J (\cdot, P) : P \in \mathcal{P}\) and \{\( J^* (\cdot, P) : P \in \mathcal{P}\) are equicontinuous at \( J_n^{-1} (1 - \alpha, P). \) Then \( \lim \inf_{n \to \infty} \inf_{P \in \mathcal{P}} P \left( \beta (P) \in \mathcal{C}_{1-\alpha}^* \right) \geq 1 - \alpha, \) where \( \mathcal{C}_{1-\alpha}^* = \left\{ \beta : n \left( \hat{\mathcal{L}}_n (\beta) - \inf_{h \in \mathcal{B}_{\delta_n}} \hat{\mathcal{L}}_n (\beta + \frac{h}{\sqrt{n}}) \right) \leq \hat{c}_{1-\alpha}^* \right\}, \) \( \mathcal{B}_{\delta_n} = \{ h \in \mathbb{R}^d : \frac{|h|}{\sqrt{n}} \leq \delta_n \} \) for \( \delta_n \to 0 \) satisfying \( \sqrt{n} \delta_n \to \kappa \) for \( \kappa \in (0, \infty), \) and \( \hat{c}_{1-\alpha}^* \) is the \( 1 - \alpha \) quantile of \( - \frac{\inf_{h \in \mathcal{B}_{\delta_n}} \mathcal{A}_n^* (\beta)}{\alpha_n^2} \) for \( \mathcal{A}_n^* (\beta) \) defined in equation 4 and any \( \alpha_n \) satisfying \( \alpha_n \to 0 \) and \( \sqrt{n} \alpha_n \to \infty. \)

In the case of estimated constraints, we can modify the double-bootstrap algorithm in Section
2.3 for choosing \( \alpha_n \) by replacing equation 3 with

\[
\hat{A}_n^{(b_1)}(\beta) = \alpha_n \sqrt{n} \left( \hat{\beta}(b_1) - \hat{\beta}(b_1) \right)' \left( \beta - \hat{\beta}(b_1) \right) + \frac{1}{2} \left\| \beta - \hat{\beta}(b_1) \right\|_H^2 \\
+ \sum_{j \in \mathcal{E} \cup \mathcal{I}} \hat{\lambda}_{nj} \left( \alpha_n \sqrt{n} \left( F_{nj}^{(b_2)} \left( \hat{\beta}(b_1) \right) - F_{nj}^{(b_1)} \left( \hat{\beta}(b_1) \right) \right)' \left( \beta - \hat{\beta}(b_1) \right) + \frac{1}{2} \left\| \beta - \hat{\beta}(b_1) \right\|_{G_n}^2 \right)
\]

3 Monte Carlo Simulations

3.1 Two-sided Boundary Constraint

We consider a simple location model with i.i.d data:

\[
y_i = \beta_0 + \epsilon_i, \epsilon_i \sim i.i.d. \sim N(0, 1)
\]

We would like to compute the maximum likelihood estimator subject to the constraint that the parameter lies between 0 and \( \bar{x}_n = \frac{1}{n} \sum_{i=1}^{n} x_i \), where \( x_i \sim i.i.d. \sim N(5, 1) \) and \( x_i \perp y_i \).

\[
\hat{\beta}_n = \arg \min_{0 \leq \beta \leq \bar{x}_n} \frac{1}{2n} \sum_{i=1}^{n} (y_i - \beta)^2
\]

Note that we can express our estimator as

\[
\hat{\beta}_n = \max(\min(\bar{y}_n, \bar{x}_n), 0) = \phi(\bar{y})
\]

We will examine the empirical coverage and average interval length of the proximal bootstrap confidence set \( C_{1-\alpha}^* = \left\{ \beta : n \left( \hat{Q}_n(\beta) - \inf_{h \in B_n} \hat{Q}_n \left( \beta + \frac{h}{\sqrt{n}} \right) \right) \leq \hat{c}_1^* \} \), where \( \hat{c}_1^* \) is the 1 - \( \alpha \) quantile of \( \frac{\inf \tilde{Z}_n^*(\beta)}{\sqrt{\alpha_n^2}} \) and \( \tilde{Z}_n^*(\beta) = \alpha_n \sqrt{n} \left( \hat{I}_n^* \left( \hat{\beta}_n \right) - \hat{I}_n \left( \hat{\beta}_n \right)^{'} \right) \left( \beta - \hat{\beta}_n \right) + \frac{1}{2} \left\| \beta - \hat{\beta}_n \right\|_{H_n}^2 \)

for \( \hat{\beta}_n = \hat{\beta}_n, \hat{I}_n^* \left( \hat{\beta}_n \right) = \tilde{y}_n - \tilde{y}_n \), and \( H_n = 1 \). The true parameter \( \beta_0 \) takes on 7 different values: \( \beta_0 \in \{1, n^{-1/6}, n^{-1/4}, n^{-1/3}, n^{-1/2}, n^{-1}, 0\} \). We consider four different sample sizes \( n \in \{100, 500, 1000, 5000\} \) and use 1000 bootstrap iterations and 2000 Monte Carlo simulations. We chose \( \alpha_n = n^{-1/4} \) after performing the double bootstrap procedure described in Section 2.3 using \( n = 5000, B_1 = B_2 = 5000 \), and \( \beta_0 = 0 \). The empirical coverage frequencies over a grid of \( \alpha_n \in \{n^{-1/3}, n^{-1/4}, n^{-1/6}, n^{-1/7}, n^{-1/8}, n^{-1/9}, n^{-1/10}\} \) were \{0.9496, 0.9538, 0.9460, 0.9536, 0.9508, 0.9526, 0.9496\}. 
\( \alpha_n = n^{-1/4} \) was the smallest value which achieved coverage at or above the nominal level of 0.95. We also tried using all the other values of \( \alpha_n \) and found that the coverage was identical (up to at least three decimal places) across the different values of \( \alpha_n \). We did not constrain \( h \) when computing \( \inf_{h \in B_n} \hat{Q}_n \left( \beta + \frac{h}{\sqrt{n}} \right) \), which effectively sets \( \delta_n \) to \( \sqrt{n} \delta_n \to \infty \).

We will compare the empirical coverage frequency of the proximal bootstrap to alternative methods. Fang and Santos (2019)'s equal-tailed two-sided interval is \( \left[ \hat{\phi} \left( \bar{y} \right) - \frac{1}{\sqrt{n}} \hat{c}_{1-\alpha/2}, \hat{\phi} \left( \bar{y} \right) - \frac{1}{\sqrt{n}} \hat{c}_{\alpha/2} \right] \), where \( \hat{c}_\alpha \) is the \( \alpha \)th quantile of \( \hat{\phi}' \left( \sqrt{n} \left( \bar{y}^* - \bar{y} \right) \right) \), \( \bar{y}^* \) is the nonparametric bootstrap analog of \( \bar{y} \), and

\[
\hat{\phi}' \left( h \right) = \begin{cases} 
    h & \text{if } \kappa_n < \sqrt{n}\bar{y}/\hat{\sigma} \text{ and } \sqrt{n} \left( \bar{y} - \bar{x}_n \right)/\hat{\sigma} < -\kappa_n \\
    \max \left( h, 0 \right) & \text{if } |\sqrt{n}\bar{y}/\hat{\sigma}| \leq \kappa_n \\
    \min \left( h, \bar{x}_n \right) & \text{if } |\sqrt{n} \left( \bar{y} - \bar{x}_n \right)/\hat{\sigma}| \leq \kappa_n \\
    0 & \text{if } \sqrt{n}\bar{y}/\hat{\sigma} < -\kappa_n \text{ or } \sqrt{n} \left( \bar{y} - \bar{x}_n \right)/\hat{\sigma} > \kappa_n
\end{cases}
\]

We use Fang and Santos (2019)'s recommended choice of \( \kappa_n = \Phi^{-1} \left( 1 - \delta_n \right) \) for some \( \delta_n \downarrow 0 \) (see their Example 2.1 on page 391-392). We tried three different types of confidence intervals (two-sided equal-tailed, one-sided lower, and one-sided upper) and four different values of \( \delta_n \in \left\{ n^{-1}, n^{-1/2}, n^{-1/3}, n^{-1/6} \right\} \), and none of them produced uniformly valid coverage for all drifting parameter sequences.

Hsieh et al. (2022) propose using

\[
CS_{n}^{PP} \left( 1 - \alpha \right) = \left\{ \beta : \min_{\lambda_1, \beta_0 = 0, \lambda_2 = 0, s = 0} \min \left\{ \frac{1}{n} \sum_{i=1}^{n} \left( y_i - \beta - \lambda_1 \right) - \lambda_1 + \lambda_2, \bar{x}_n - \beta - s \right\} \geq 0 \right\}
\]

\[
g \left( y, \beta, \lambda_1, \lambda_2 \right) = \begin{bmatrix} -1 & 0 \\ \bar{x}_n - \beta - s & 0 \end{bmatrix} = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \bar{y}_n \\ \bar{x}_n \end{bmatrix} + \begin{bmatrix} \beta - \lambda_1 + \lambda_2 \\ -\beta - s \end{bmatrix}
\]

\[
G = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix}
\]

\[
\hat{V} = \begin{bmatrix} \widehat{Var} \left( y \right) & 0 \\ 0 & \widehat{Var} \left( x \right) \end{bmatrix} = \begin{bmatrix} \frac{1}{n-1} \sum_{i=1}^{n} \left( y_i - \bar{y}_n \right)^2 & 0 \\ 0 & \frac{1}{n-1} \sum_{i=1}^{n} \left( x_i - \bar{x}_n \right)^2 \end{bmatrix}
\]
Table 1 compares the empirical coverage frequencies and average interval lengths (in parentheses) of the proximal bootstrap simultaneous confidence set to Hsieh et al. (2022)’s confidence set, Fang and Santos (2019)’s equal-tailed two-sided intervals, subsampling (using $\sqrt{n}$ as the subsample size) and standard nonparametric bootstrap two-sided equal-tailed confidence intervals. For $n$ large enough, the proximal bootstrap coverage frequencies are close to 95% for all drifting parameters. Hsieh et al. (2022)’s coverage is more conservative than the proximal bootstrap for all parameters, and the average interval lengths for Hsieh et al. (2022) are longer. The coverage of Fang and Santos (2019), subsampling, and the standard nonparametric bootstrap can be far below 95%, especially for $\beta_0 = 1/n$ where the coverage drops to around 50%.

### 3.2 Boundary Constrained Nonsmooth GMM

We consider a simple location model with i.i.d data:

$$y_i = \beta_0 + \epsilon_i, \quad \epsilon_i \sim N(0, 1), \quad \beta_0 = 0$$

For $\pi(\cdot, \beta) = [1(y_i \leq \beta) - \tau, y_i - \beta]'$, let the population and sample moments be

$$\pi(\beta) = [P(y_i \leq \beta) - 0.5, E(y_i - \beta)'], \quad \hat{x}_n(\beta) = \left[\frac{1}{n} \sum_{i=1}^n 1(y_i \leq \beta) - 0.5, \frac{1}{n} \sum_{i=1}^n y_i - \beta\right]'$$

Our GMM estimator has a non-negativity constraint:

$$\hat{\beta}_n = \arg\min_{\beta \geq 0} \left\{ \hat{Q}_n(\beta) = \frac{1}{2} \hat{x}_n(\beta)' \hat{x}_n(\beta) \right\}$$

We will examine the empirical coverage and average interval length of the proximal bootstrap confidence set $C_{1-\alpha}^\ast = \left\{ \beta : n \left( \hat{Q}_n(\beta) - \inf_{h \in B_h} \hat{Q}_n(\beta + \frac{h}{\sqrt{n}}) \right) \leq \hat{c}_{1-\alpha}^\ast \right\}$, where $\hat{c}_{1-\alpha}^\ast$ is the 1 - $\alpha$ quantile of $-\inf_{h \in B_h} \frac{Z^\ast_n(\beta)}{\alpha_n}$ and $Z^\ast_n(\beta) = \alpha_n \sqrt{n} \left( \hat{l}_n(\beta_n) - \hat{\beta}_n(\beta_n) \right)' (\beta - \beta_n) + \frac{1}{2} \| \beta - \beta_n \|^2_{\bar{H}_n}$, for $\bar{H}_n = \hat{G}_n^\ast \hat{G}_n^\ast + \hat{L}_n^\ast \hat{x}_n(\beta_n), \hat{l}_n(\beta_n) = \hat{G}_n^\ast \hat{x}_n(\beta_n), \hat{\beta}_n = \hat{G}_n^\ast \hat{x}_n(\beta_n)$, and

$$\hat{G}_n = \left[ \begin{array}{c}
\frac{1}{nh} \sum_{i=1}^n K_h(y_i - \hat{\beta}_n) \\
-1
\end{array} \right], \quad \hat{G}_n^\ast = \left[ \begin{array}{c}
\frac{1}{nh} \sum_{i=1}^n K_h^\prime(y_i^\ast - \hat{\beta}_n) \\
-1
\end{array} \right], \quad \hat{l}_n = \left[ \begin{array}{c}
\frac{1}{nh^2} \sum_{i=1}^n K_h^\prime(y_i - \hat{\beta}_n) \\
0
\end{array} \right],$$
<table>
<thead>
<tr>
<th></th>
<th>$n = 100$</th>
<th>$n = 500$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>$\beta_0$</td>
<td>$\beta_0$</td>
<td>$\beta_0$</td>
</tr>
<tr>
<td>Proximal Bootstrap</td>
<td>0.944</td>
<td>0.944</td>
<td>0.944</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td>(0.379)</td>
<td>(0.380)</td>
<td>(0.379)</td>
<td>(0.379)</td>
</tr>
<tr>
<td></td>
<td>0.993</td>
<td>0.993</td>
<td>0.975</td>
<td>0.980</td>
</tr>
<tr>
<td></td>
<td>(0.478)</td>
<td>(0.478)</td>
<td>(0.479)</td>
<td>(0.477)</td>
</tr>
<tr>
<td></td>
<td>0.972</td>
<td>0.975</td>
<td>0.980</td>
<td>0.972</td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td>(0.027)</td>
<td>(0.027)</td>
<td>(0.028)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Table 1: Empirical Coverage Frequencies and Average Interval Lengths</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
\( K_h(x) = K(x/h), K(x) = (2\pi)^{-1/2} \exp(-x^2/2), K'_h(x) = K'(x/h) \) and \( K'(x) = -(2\pi)^{-1/2} x \exp(-x^2/2). \)

We use the Silverman’s rule of thumb bandwidth \( h = 1.06n^{-1/5}. \)

We consider possibly drifting sequences of parameters \( \beta_0 \in \{0, n^{-1}, n^{-1/2}, n^{-1/3}, n^{-1/4}, n^{-1/6}, 2\}. \)

We consider four different sample sizes \( n \in \{100, 500, 1000, 5000\} \) and we use 1000 bootstrap iterations and 2000 Monte Carlo simulations. Table 2 shows the empirical coverage frequencies and average interval lengths (in parentheses) of nominal 95% confidence intervals constructed using the proximal bootstrap, subsampling, and the standard nonparametric bootstrap. To the best of our knowledge, Hsieh et al. (2022)’s method does not apply for this example because it is not a quadratic programming problem. We are also unable to use Fang and Santos (2019) because there is no closed form solution to the optimization problem. For choosing \( \alpha_n, \) we apply the double bootstrap method described in Section 2.3 using \( n = 5000, B_1 = B_2 = 5000, \beta_0 = 0 \) over the grid \( \alpha_n \in \{n^{-1/3}, n^{-1/4}, n^{-1/6}, n^{-1/7}, n^{-1/8}, n^{-1/9}, n^{-1/10}\}. \) The empirical coverage frequencies were \( \{0.9512, 0.9502, 0.9478, 0.9432, 0.9368, 0.9338\}. \) \( \alpha_n = n^{-1/3} \) was the smallest value which achieved coverage at or above the nominal level of 0.95. We also tried using all the other values of \( \alpha_n \) and found that the coverage was identical (up to at least three decimal places) across the different values of \( \alpha_n. \) We did not constrain \( h \) when computing \( \inf_{\beta \in B_{\delta_n}} \hat{Q}_n \left( \beta + \frac{h}{\sqrt{n}} \right), \) which effectively sets \( \delta_n \) to \( \sqrt{n}\delta_n \to \infty. \)

The coverage of the proximal bootstrap is close to the nominal level for all values of \( \beta_0 \) while the coverage of subsampling and the standard nonparametric bootstrap are far below the nominal level for drifting values of \( \beta_0 \in \{n^{-1}, n^{-1/2}, n^{-1/3}, n^{-1/4}, n^{-1/6}\}. \) The coverage is worst when \( \beta_0 = n^{-1}, \) where it can drop to around 50%. The average interval lengths of the proximal bootstrap are somewhat larger than the other methods.
Table 2: Empirical Coverage Frequencies and Average Interval Lengths

<table>
<thead>
<tr>
<th>$\beta_0$</th>
<th>0</th>
<th>$n^{-1}$</th>
<th>$n^{-1/2}$</th>
<th>$n^{-1/3}$</th>
<th>$n^{-1/4}$</th>
<th>$n^{-1/6}$</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 100$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proximal Bootstrap</td>
<td>0.946</td>
<td>0.946</td>
<td>0.946</td>
<td>0.947</td>
<td>0.947</td>
<td>0.947</td>
<td>0.947</td>
</tr>
<tr>
<td></td>
<td>(0.380)</td>
<td>(0.380)</td>
<td>(0.381)</td>
<td>(0.381)</td>
<td>(0.381)</td>
<td>(0.381)</td>
<td>(0.381)</td>
</tr>
<tr>
<td>Subsampling</td>
<td>0.969</td>
<td>0.496</td>
<td>0.587</td>
<td>0.686</td>
<td>0.761</td>
<td>0.847</td>
<td>0.939</td>
</tr>
<tr>
<td></td>
<td>(0.211)</td>
<td>(0.213)</td>
<td>(0.232)</td>
<td>(0.266)</td>
<td>(0.297)</td>
<td>(0.341)</td>
<td>(0.390)</td>
</tr>
<tr>
<td>Nonparametric Bootstrap</td>
<td>0.969</td>
<td>0.518</td>
<td>0.671</td>
<td>0.844</td>
<td>0.916</td>
<td>0.947</td>
<td>0.947</td>
</tr>
<tr>
<td></td>
<td>(0.236)</td>
<td>(0.240)</td>
<td>(0.294)</td>
<td>(0.359)</td>
<td>(0.383)</td>
<td>(0.390)</td>
<td>(0.388)</td>
</tr>
<tr>
<td>$n = 500$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proximal Bootstrap</td>
<td>0.953</td>
<td>0.952</td>
<td>0.953</td>
<td>0.954</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
</tr>
<tr>
<td></td>
<td>(0.165)</td>
<td>(0.165)</td>
<td>(0.166)</td>
<td>(0.166)</td>
<td>(0.166)</td>
<td>(0.166)</td>
<td>(0.166)</td>
</tr>
<tr>
<td>Subsampling</td>
<td>0.974</td>
<td>0.490</td>
<td>0.539</td>
<td>0.646</td>
<td>0.773</td>
<td>0.897</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td>(0.092)</td>
<td>(0.093)</td>
<td>(0.099)</td>
<td>(0.115)</td>
<td>(0.132)</td>
<td>(0.162)</td>
<td>(0.175)</td>
</tr>
<tr>
<td>Nonparametric Bootstrap</td>
<td>0.971</td>
<td>0.490</td>
<td>0.666</td>
<td>0.885</td>
<td>0.941</td>
<td>0.944</td>
<td>0.941</td>
</tr>
<tr>
<td></td>
<td>(0.106)</td>
<td>(0.107)</td>
<td>(0.133)</td>
<td>(0.169)</td>
<td>(0.175)</td>
<td>(0.175)</td>
<td>(0.175)</td>
</tr>
<tr>
<td>$n = 1000$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proximal Bootstrap</td>
<td>0.945</td>
<td>0.944</td>
<td>0.944</td>
<td>0.945</td>
<td>0.944</td>
<td>0.944</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td>(0.115)</td>
<td>(0.115)</td>
<td>(0.115)</td>
<td>(0.115)</td>
<td>(0.115)</td>
<td>(0.115)</td>
<td>(0.115)</td>
</tr>
<tr>
<td>Subsampling</td>
<td>0.981</td>
<td>0.519</td>
<td>0.562</td>
<td>0.686</td>
<td>0.797</td>
<td>0.923</td>
<td>0.962</td>
</tr>
<tr>
<td></td>
<td>(0.065)</td>
<td>(0.065)</td>
<td>(0.069)</td>
<td>(0.080)</td>
<td>(0.093)</td>
<td>(0.118)</td>
<td>(0.124)</td>
</tr>
<tr>
<td>Nonparametric Bootstrap</td>
<td>0.969</td>
<td>0.497</td>
<td>0.681</td>
<td>0.917</td>
<td>0.940</td>
<td>0.943</td>
<td>0.943</td>
</tr>
<tr>
<td></td>
<td>(0.076)</td>
<td>(0.076)</td>
<td>(0.095)</td>
<td>(0.122)</td>
<td>(0.124)</td>
<td>(0.124)</td>
<td>(0.124)</td>
</tr>
<tr>
<td>$n = 5000$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proximal Bootstrap</td>
<td>0.953</td>
<td>0.952</td>
<td>0.952</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
</tr>
<tr>
<td></td>
<td>(0.046)</td>
<td>(0.046)</td>
<td>(0.046)</td>
<td>(0.046)</td>
<td>(0.046)</td>
<td>(0.046)</td>
<td>(0.046)</td>
</tr>
<tr>
<td>Subsampling</td>
<td>0.973</td>
<td>0.558</td>
<td>0.522</td>
<td>0.648</td>
<td>0.785</td>
<td>0.944</td>
<td>0.959</td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td>(0.028)</td>
<td>(0.029)</td>
<td>(0.035)</td>
<td>(0.042)</td>
<td>(0.055)</td>
<td>(0.055)</td>
</tr>
<tr>
<td>Nonparametric Bootstrap</td>
<td>0.975</td>
<td>0.601</td>
<td>0.685</td>
<td>0.953</td>
<td>0.954</td>
<td>0.952</td>
<td>0.954</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
<td>(0.034)</td>
<td>(0.042)</td>
<td>(0.055)</td>
<td>(0.055)</td>
<td>(0.055)</td>
<td>(0.055)</td>
</tr>
</tbody>
</table>
3.3 Conditional Logit Model with Estimated Inequality Constraints

We generate data according to $y_{ij} = 1 \left( y_{ij}^* > y_{ik}^* \forall k \neq j \right)$, where the utility of individual $i = 1 \ldots n$ from picking choice $j = 1 \ldots J$ is given by

$$y_{ij}^* = \beta_0 x_{ij} + \epsilon_{ij}, \text{ for } x_i \sim N$$

$$\begin{pmatrix}
1 \\
2 \\
: \\
J
\end{pmatrix},
\begin{pmatrix}
1 & 0.5 & \ldots & 0.5 \\
0.5 & 1 & \ldots & 0.5 \\
: & : & : & : \\
0.5 & 0.5 & \ldots & 1
\end{pmatrix}$$

and $\epsilon_{ij} \overset{i.i.d.}{\sim}$ Type 1 Extreme Value. We set $\beta_0 = 0.1$. The constrained MLE estimator maximizes the log-likelihood subject to the constraints that the share of individuals who pick each choice cannot exceed the supply of that choice. These inequality constraints can be viewed as capacity constraints similar to the ones in de Palma et al. (2007) which state that the equilibrium demand for each housing unit should not exceed the supply of that housing unit. For $P_{ij}(\beta) = \frac{\exp(\beta x_{ij})}{\sum \exp(\beta x_{it})}$,

$$\hat{\beta}_n = \arg \max_{\beta} \ln L(\beta) = \frac{1}{nJ} \sum_{i=1}^n \sum_{j=1}^J y_{ij} \ln P_{ij}(\beta)$$

s.t. $\frac{1}{n} \sum_{i=1}^n P_{ij}(\beta) \leq \bar{b}_j$ for all $j = 1 \ldots J$

where $\bar{b}_j = \frac{1}{10^6} \sum_{i=1}^{10^6} \frac{\exp(\beta_0 x_{ij})}{\sum \exp(\beta_0 x_{it})}$ for $x_{ij}$ drawn independently from the same distribution as $x_{ij}$.

We examine the empirical coverage and average length of the proximal bootstrap confidence set $C_{1-\alpha}^* = \left\{ \beta : n \left( \hat{Q}_n(\beta) - \inf_{h \in B_{n}} \hat{Q}_n \left( \beta + \frac{h}{\sqrt{n}} \right) \right) \leq \tilde{c}_{1-\alpha}^* \right\}$, where $\tilde{c}_{1-\alpha}^*$ is the $1 - \alpha$ quantile of

$$-\frac{\inf_{h \in B_{n}} \hat{Z}_n(\beta)}{a_n^2}$$

for $\hat{Z}_n(\beta) = \alpha_n \sqrt{n} \left( \hat{L}_n(\beta) - \hat{L}_n(\beta_n) \right)' \left( \beta - \hat{\beta}_n \right) + \frac{1}{2} \left\| \beta - \hat{\beta}_n \right\|_{H_n}^2$ and $\hat{\beta}_n = \hat{\beta}_n$. We use analytic expressions for the components in the proximal bootstrap objective function:

$$\hat{L}_n(\beta) = -\frac{\partial \ln L(\beta)}{\partial \beta} = -\frac{1}{nJ} \sum_{i=1}^n \sum_{j=1}^J (y_{ij} - P_{ij}(\beta)) x_{ij}$$

$$H_n(\beta) = -\frac{\partial^2 \ln L(\beta)}{\partial \beta \partial \beta'} = \frac{1}{nJ} \sum_{i=1}^n \sum_{j=1}^J P_{ij}(\beta) \left( x_{ij} - \sum_l P_{il}(\beta) x_{il} \right) \left( x_{ij} - \sum_l P_{il}(\beta) x_{il} \right)'$$

We consider $n \in \{100, 500, 1000, 5000\}$, $J = 20$, $\alpha_n \in \{n^{-1/3}, n^{-1/4}, n^{-1/6}, n^{-1/8}, n^{-1/10}\}$, $B = 1000$.
Table 3: Empirical Coverage Frequencies and Average Interval Lengths

<table>
<thead>
<tr>
<th>$n$</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_n = n^{-1/3}$</td>
<td>0.936</td>
<td>0.951</td>
<td>0.949</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>(0.073)</td>
<td>(0.032)</td>
<td>(0.022)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>$\alpha_n = n^{-1/4}$</td>
<td>0.936</td>
<td>0.951</td>
<td>0.949</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>(0.073)</td>
<td>(0.032)</td>
<td>(0.022)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>$\alpha_n = n^{-1/6}$</td>
<td>0.936</td>
<td>0.951</td>
<td>0.949</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>(0.073)</td>
<td>(0.032)</td>
<td>(0.022)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>$\alpha_n = n^{-1/8}$</td>
<td>0.936</td>
<td>0.951</td>
<td>0.949</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>(0.073)</td>
<td>(0.032)</td>
<td>(0.022)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>$\alpha_n = n^{-1/10}$</td>
<td>0.936</td>
<td>0.951</td>
<td>0.949</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>(0.073)</td>
<td>(0.032)</td>
<td>(0.022)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Subsampling</td>
<td>0.927</td>
<td>0.937</td>
<td>0.939</td>
<td>0.933</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Nonparametric Bootstrap</td>
<td>0.917</td>
<td>0.928</td>
<td>0.916</td>
<td>0.903</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>

bootstrap iterations, and $R = 2000$ Monte Carlo simulations. Empirical coverage frequencies for the proximal bootstrap confidence set, subsampling equal-tailed interval, and standard nonparametric bootstrap equal-tailed interval, as well as average interval lengths are reported in Table 3. The proximal bootstrap coverage frequencies and average interval lengths are identical (up to at least three decimal places) across the different values of $\alpha_n$. The proximal bootstrap coverage frequencies are very close to the nominal level of 95% for sufficiently large values of $n$. Both subsampling and the standard nonparametric bootstrap undercover for all values of $n$, with the standard nonparametric bootstrap having worse coverage than subsampling.

4 Conclusion

We have demonstrated how to use a computationally efficient bootstrap procedure to conduct asymptotically valid inference for $\sqrt{n}$-consistent constrained optimization estimators with nonstandard asymptotic distributions. Our proximal bootstrap estimator can be expressed as the solution to a quadratic programming problem and relies on a scaling sequence that converges to zero at a slower than $\sqrt{n}$ rate. We have illustrated its empirical performance in boundary constrained MLE and GMM problems and a conditional logit model with capacity constraints.
5 Appendix

5.1 Proofs of Theorems

5.1.1 Proof of Theorem 1

Consistency of \( \hat{\beta}_n \) for \( \beta_0 \) follows from Assumption 1 and Corollary 3.2.3 in van der Vaart and Wellner (1996). \( \sqrt{n} \)-consistency follows from Lemma 3.3 in Shapiro (1989).

Using the arguments in Theorem 2.1 of Shapiro (1988) and Lemma 3.1 of Shapiro (1989), when \( \hat{\beta}_n \) lies in a neighborhood of \( \beta_0 \), \( \hat{\beta}_n \) is almost surely a minimizer of \( \hat{\mathcal{L}}_n (\beta) = \hat{Q}_n (\beta) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} f_j (\beta) \) over \( C (\lambda_0) = \{ \beta \in \mathbb{B} : f_j (\beta) = 0 \text{ for } j \in \mathcal{E} \cup \mathcal{I}^*_+ (\lambda_0), f_j (\beta) \leq 0 \text{ for } j \in \mathcal{I}^*_0 (\lambda_0) \} \), where \( \mathcal{I}^*_+ (\lambda_0) = \{ j \in \mathcal{I}^* : \lambda_{0j} > 0 \}, \mathcal{I}^*_0 (\lambda_0) = \{ j \in \mathcal{I}^* : \lambda_{0j} = 0 \}, \text{ and } \mathcal{I}^* = \{ j \in \mathcal{I} : f_j (\beta_0) = 0 \} \).

We assumed in condition (iii) that \( \mathcal{I}^*_+ (\lambda_0) = \emptyset \), which means \( \mathcal{I}^* = \mathcal{I}^*_0 (\lambda_0) \), and \( C (\lambda_0) = \{ \beta \in \mathbb{B} : f_j (\beta) = 0 \text{ for } j \in \mathcal{E}, f_j (\beta) \leq 0 \text{ for } j \in \mathcal{I}^* \} \).

Denote the feasible direction set by

\[
\mathcal{F}_n = \left\{ h : f_j \left( \beta_0 + \frac{h}{\sqrt{n}} \right) = 0 \text{ for } j \in \mathcal{E}, f_j \left( \beta_0 + \frac{h}{\sqrt{n}} \right) \leq 0 \text{ for } j \in \mathcal{I}^*_0 (\lambda_0) \right\}
\]

Denote the linearized feasible direction set by

\[
\Sigma_n = \left\{ h : \sqrt{n} f_j (\beta_0) + F_{0j}' h = 0 \text{ for } j \in \mathcal{E}, \sqrt{n} f_j (\beta_0) + F_{0j}' h \leq 0 \text{ for } j \in \mathcal{I}^*_0 (\lambda_0) \right\}
\]

LICQ implies the linearized feasible direction set is sufficient to capture the geometry of the constraints near \( \beta_0 \) so that \( \sqrt{n} \left( \hat{\beta}_n - \beta_0 \right) \) is asymptotically equivalent to the minimizer of the Lagrangian over \( \Sigma_n \):

\[
\sqrt{n} \left( \hat{\beta}_n - \beta_0 \right) = \arg \min_{h \in \Sigma_n} \left\{ n\hat{\mathcal{L}}_n \left( \beta_0 + \frac{h}{\sqrt{n}} \right) - n\hat{\mathcal{L}}_n (\beta_0) \right\} + o_P(1)
\]

\[
= \arg \min_{h \in \Sigma_n} \left\{ n\hat{Q}_n \left( \beta_0 + \frac{h}{\sqrt{n}} \right) - n\hat{Q}_n (\beta_0) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} n \left( f_j \left( \beta_0 + \frac{h}{\sqrt{n}} \right) - f_j (\beta_0) \right) \right\} + o_P(1)
\]

\[
\longrightarrow \arg \min_{h \in \Sigma} \left\{ h' W_0 + \frac{1}{2} h' H_0 h + \frac{1}{2} \sum_{j \in \mathcal{E}} \lambda_{0j} h' G_{0j} h \right\} = J
\]

where the convergence result in the last line follows from the following arguments. First note that
Assumption 5 implies that for any $\delta_n \to 0$, and $\mathcal{B}_{\delta_n} = \left\{ h \in \mathbb{R}^d : \frac{|h|}{\sqrt{n}} \leq \delta_n \right\}$,

$$
\sup_{h \in \mathcal{B}_{\delta_n}} \left| n \hat{\mathcal{L}}_n \left( \beta_0 + \frac{h}{\sqrt{n}} \right) - n \hat{\mathcal{L}}_n (\beta_0) - h' \sqrt{n} \left( \hat{l}_n (\beta_0) - l (\beta_0) \right) - \frac{1}{2} h' H_0 h - \frac{1}{2} \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} h' G_{0jh} \right| \left( 1 + \|h\|^2 \right) = o_P(1)
$$

Recall $\sqrt{n} \left( \hat{l}_n (\beta_0) - l (\beta_0) \right) \overset{\text{p}}{\rightarrow} W_0$ and $\lambda_{0j} = 0$ for all $j \in \mathcal{I}\setminus \mathcal{I}^* (\lambda_0)$, where we have assumed $\mathcal{I}^*_2 (\lambda_0) = \emptyset$. Since pointwise convergence implies uniform convergence over compact sets $K \subset \mathbb{R}^d$ for convex functions of $h$, we have that uniformly in $h \in \mathcal{B}_{\delta_n}$,

$$
n \hat{Q}_n \left( \beta_0 + \frac{h}{\sqrt{n}} \right) - n \hat{Q}_n (\beta_0) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} n \left( f_j (\beta_0 + \frac{h}{\sqrt{n}}) - f_j (\beta_0) \right)
= h' \sqrt{n} \left( \hat{l}_n (\beta_0) - l (\beta_0) \right) + \frac{1}{2} h' H_0 h + \frac{1}{2} \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} h' G_{0jh} + o_P(1)
\overset{\text{p}}{\rightarrow} h' W_0 + \frac{1}{2} h' H_0 h + \frac{1}{2} \sum_{j \in \mathcal{E}} \lambda_{0j} h' G_{0jh}
$$

as a process indexed by $h$ in the space of bounded functions on compact sets $\ell^\infty (K)$ for any compact $K \subset \mathbb{R}^d$.

Now consider the constraints. Since $\sqrt{n} f_j (\beta_0) + F_{0j} h \overset{\text{p}}{\rightarrow} -\infty$ for $j \in \mathcal{I}\setminus \mathcal{I}^*$, the nonactive inequality constraints do not affect the asymptotic distribution. Also, $\sqrt{n} f_j (\beta_0) = 0$ for all $j \in \mathcal{E} \cup \mathcal{I}^*$. Condition (i) is a second order sufficient condition and guarantees that the argmin of $h' W_0 + \frac{1}{2} h' H_0 h + \frac{1}{2} \sum_{j \in \mathcal{E}} \lambda_{0j} h' G_{0jh}$ over $\Sigma$ is unique. Then by the argmin continuous mapping theorem (Theorem 1 of Knight (1999)), $\arg\min_h \hat{G}_n (h) \to_{\text{e}^{-d}} \arg\min_h G_0 (h)$, where

$$
\hat{G}_n (h) = n \hat{Q}_n \left( \beta_0 + \frac{h}{\sqrt{n}} \right) - n \hat{Q}_n (\beta_0) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} n \left( f_j (\beta_0 + \frac{h}{\sqrt{n}}) - f_j (\beta_0) \right) + \alpha 1 (h \notin \Sigma_n)
\hat{G}_0 (h) = h' W_0 + \frac{1}{2} h' H_0 h + \frac{1}{2} \sum_{j \in \mathcal{E}} \lambda_{0j} h' G_{0jh} + \alpha 1 (h \notin \Sigma)
\Sigma = \{ h : F_{0j} h = 0 \text{ for } j \in \mathcal{E}, F_{0j} h \leq 0 \text{ for } j \in \mathcal{I}^* \}
$$

Now we show consistency of the proximal bootstrap. $\alpha_n \to 0$ implies $\alpha_n \sqrt{n} \hat{H}_n \left( \hat{l}_n^* (\hat{\beta}_n) - \hat{l}_n (\beta_0) \right) = o_p^* (1)$. Using convexity of the proximal bootstrap objective function, compactness of $C^* - \beta_0$, and
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the fact that $\bar{\beta}_n \in C^*$,

$$
\hat{\beta}_n^\dagger - \beta_0 = \arg \min_{u \in (C^*-\beta_0)} \left\{ \frac{1}{2} \left\| u + \beta_0 - \bar{\beta}_n + \alpha_n \sqrt{n} H_n^{-1} \left( \bar{i}_n^*(\bar{\beta}_n) - \bar{i}_n(\bar{\beta}_n) \right) \right\|^2_{H_n} \\
+ \frac{1}{2} \sum_{j \in E \cup I} \lambda_{nj} \left\| u + \beta_0 - \bar{\beta}_n \right\|_{G_n}^2 \right\} \\
= \arg \min_{u \in (C^*-\beta_0)} \left\{ \frac{1}{2} \left\| u + \beta_0 - \bar{\beta}_n \right\|_{H_n}^2 + \frac{1}{2} \sum_{j \in E \cup I} \lambda_{nj} \left\| u + \beta_0 - \bar{\beta}_n \right\|_{G_n}^2 + o_p(1) \right\} \\
= \bar{\beta}_n - \beta_0 + o_p(1) = o_p(1)
$$

Note that since $C^*$ is already a linearized constraint set, the linearized feasible direction set is simply

$$
\Sigma^*_n = \{ h : f_j(\bar{\beta}_n) + F'_{nj}(\beta_0 - \bar{\beta}_n + \alpha_n h) = 0 \text{ for } j \in E, \}
\begin{align*}
&f_j(\bar{\beta}_n) + F'_{nj}(\beta_0 - \bar{\beta}_n + \alpha_n h) \leq 0 \text{ for } j \in I \\
= \{ h : f_j(\bar{\beta}_n) + F'_{nj}h + \bar{F}'_{nj} \left( \frac{\beta_0 - \bar{\beta}_n}{\alpha_n} \right) = 0 \text{ for } j \in E, \\
&f_j(\bar{\beta}_n) + F'_{nj}h + \bar{F}'_{nj} \left( \frac{\beta_0 - \bar{\beta}_n}{\alpha_n} \right) \leq 0 \text{ for } j \in I \}
\end{align*}
$$

Using the local parameter $h \in \frac{C^* - \beta_0}{\alpha_n}$, we can derive the asymptotic distribution of the proximal bootstrap.

$$
\frac{\hat{\beta}_n^\dagger - \beta_0}{\alpha_n} = \arg \min_{h \in \Sigma^*_n} \left\{ \alpha_n \sqrt{n} \left( \bar{i}_n^*(\bar{\beta}_n) - \bar{i}_n(\bar{\beta}_n) \right)' \left( \beta_0 - \bar{\beta}_n + \alpha_n h \right) + \frac{1}{2} \left\| \beta_0 - \bar{\beta}_n + \alpha_n h \right\|_{H_n}^2 \\
+ \frac{1}{2} \sum_{j \in E \cup I} \lambda_{nj} \left\| \beta_0 - \bar{\beta}_n + \alpha_n h \right\|_{G_n}^2 \right\} \\
= \arg \min_{h \in \Sigma^*_n} \left\{ \sqrt{n} \left( \bar{i}_n^*(\bar{\beta}_n) - \bar{i}_n(\bar{\beta}_n) \right)' \left( \frac{\beta_0 - \bar{\beta}_n}{\alpha_n} \right) + \frac{1}{2} \left\| \frac{\beta_0 - \bar{\beta}_n}{\alpha_n} + h \right\|_{H_n}^2 \\
+ \frac{1}{2} \sum_{j \in E \cup I} \lambda_{nj} \left\| \frac{\beta_0 - \bar{\beta}_n}{\alpha_n} + h \right\|_{G_n}^2 \right\} \\
= \arg \min_{h \in \Sigma^*_n} \left\{ h' \sqrt{n} \left( \bar{i}_n^*(\bar{\beta}_n) - \bar{i}_n(\bar{\beta}_n) \right) + \frac{1}{2} h' H_n h + \frac{1}{2} \sum_{j \in E \cup I} \lambda_{nj} h' G_n h + o_p(1) \right\}
$$
integrability assumption 3, Lemma 4.2 in Wellner and Zhan (1996) implies that for any compact $K \subset \mathbb{R}^d$, 

$$
\| \sqrt{n} (P^*_n - P_n) (g(\cdot, \hat{\beta}_n) - g(\cdot, \beta_0)) \| = o_p \left( 1 + \sqrt{n} \| \hat{\beta}_n - \beta_0 \| \right) = o_p(1)
$$

This bootstrap equicontinuity result implies $\sqrt{n} \left( \hat{t}_n^*(\hat{\beta}_n) - \hat{t}_n(\hat{\beta}_n) \right)$ and $\sqrt{n} \left( \hat{t}_n^*(\beta_0) - \hat{t}_n(\beta_0) \right)$ have the same asymptotic distribution. Additionally, since $\hat{H}_n \xrightarrow{p} H_0, G_{n_{j_{}}} \xrightarrow{p} G_{0j}$ for all $j, \max \{ |\lambda_{n_{j_{}}} - \lambda_{0j}| \} \xrightarrow{p} 0$, and and the proximal bootstrap Lagrangian is convex in $h$, we have that uniformly over compact sets $K \subset \mathbb{R}^d$,

$$
h' \sqrt{n} \left( \hat{t}_n^*(\hat{\beta}_n) - \hat{t}_n(\hat{\beta}_n) \right) + \frac{1}{2} h' \hat{H}_n h + \frac{1}{2} \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{n_{j_{}}} h' \tilde{G}_{n_{j_{}}} h
$$

$$
= h' \sqrt{n} \left( \hat{t}_n^*(\hat{\beta}_n) - \hat{t}_n(\hat{\beta}_n) \right) + \frac{1}{2} h' H_0 h + \frac{1}{2} \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} h' G_{0j} h + o_p(1)
$$

$$
\xrightarrow{\mathcal{W}} h' W_0 + \frac{1}{2} h' H_0 h + \frac{1}{2} \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} h' G_{0j} h
$$

as a process indexed by $h$ in the space of bounded functions on compact sets $\ell^\infty (K)$ for any compact $K \subset \mathbb{R}^d$.

For the proximal bootstrap constraint set, note that $\frac{f_j(\hat{\beta}_n)}{\alpha_n} \xrightarrow{p} - \infty$ for $j \in \mathcal{I} \setminus \mathcal{I}^*$ while $\frac{f_j(\beta_0)}{\alpha_n} = \frac{\sqrt{n}(f_j(\hat{\beta}_n) - f_j(\beta_0))}{\sqrt{n}\alpha_n} = o_p(1)$ for $j \in \mathcal{E} \cup \mathcal{I}^*$. Additionally, $\tilde{F}_{n_{j_{}}} \left( \hat{\beta}_n - \beta_0 \right) = o_p(1)$ and $\tilde{F}_{n_{j_{}}} = F_{0j} + o_p(1)$ for all $j \in \mathcal{E} \cup \mathcal{I}$. Then, by a modification of the bootstrap argmin continuous mapping lemma 14.2 in Hong and Li (2020) that replaces weak convergence with epi-convergence, arg min $\hat{\mathcal{G}}_n^*(h) \xrightarrow{\mathcal{W}} \arg \min_{h} G_0^*(h)$ for

$$
\hat{\mathcal{G}}_n^*(h) = h' \sqrt{n} \left( \hat{t}_n^*(\hat{\beta}_n) - \hat{t}_n(\hat{\beta}_n) \right) + \frac{1}{2} h' \hat{H}_n h + \frac{1}{2} \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{n_{j_{}}} h' \tilde{G}_{n_{j_{}}} h + \infty \left( h \notin \Sigma_n^* \right)
$$
\[ \mathbb{G}_0(h) = h'W_0 + \frac{1}{2}h'H_0h + \frac{1}{2} \sum_{j \in \mathcal{E}} \lambda_{0j}h'G_{0j}h + \chi_1(h \notin \Sigma) \]

Here, \( \mathbb{P}_{e-d} \) denotes epi-convergence of the conditional law of \( \hat{\mathbb{G}}_n^* \) to \( \mathbb{G}_0 \), which can be equivalently stated as \( \sup_{f \in BL_1} |E \mathbb{W}_f (\hat{\mathbb{G}}_n^*) - Ef (\mathbb{G}_0)| \xrightarrow{\mathbb{P}} 0 \) and \( E \mathbb{W}_f (\hat{\mathbb{G}}_n^*) - E \mathbb{W}_f (\hat{\mathbb{G}}_n^*) \xrightarrow{\mathbb{P}} 0 \) for all \( f \in BL_1 \), where \( BL_1 \) is the class of Lipschitz norm 1 functions with respect to the metric of epi-convergence defined as \( d(\hat{\mathbb{G}}_n^*, \mathbb{G}_0) = \int_0^\infty \max \left\{ d_{\text{epi} \hat{\mathbb{G}}_n^*} (v) - d_{\text{epi} \mathbb{G}_0} (v) \mid |v| \leq \rho \right\} \exp(-\rho) \, d\rho \), where \( d_C (v) = \inf \{|v - u : u \in C\} \) for a non-empty closed subset of \( \mathbb{R}^{d+1} \), and epi \( \hat{\mathbb{G}}(h) = \{(h, \alpha) : \hat{\mathbb{G}}(h) \leq \alpha\} \) is the epigraph of \( \hat{\mathbb{G}} : \mathbb{R}^d \mapsto \mathbb{R} \).

\[ \square \]

### 5.1.2 Proof of Theorem 2

Consider any sequence \( \{P_n \in \mathcal{P} : n \geq 1\} \) that determines \( \beta_n = \beta (P_n) \) and the laws of all random variables. Recall \( \hat{\mathbb{L}}_n (\beta) = \hat{Q}_n (\beta) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{nj} f_j (\beta) \) is the sample Lagrangian evaluated at the optimal sample Lagrange multipliers \( \lambda_{nj} \) for \( \beta_n \), and \( \tilde{\mathbb{L}}_n (\beta) = \tilde{Q}_n (\beta) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} f_j (\beta) \) is the sample Lagrangian evaluated at the optimal population Lagrange multipliers \( \lambda_{0j} \) for \( \beta_n \). Since we assumed \( \lambda_{nj} \) converge in probability to \( \lambda_{0j} \) for all \( j \in \mathcal{E} \cup \mathcal{I} \) uniformly in \( \mathcal{P} \), \( n \left( \hat{\mathbb{L}}_n (\beta_n) - \inf_{h \in \mathcal{B}_B} \tilde{\mathbb{L}}_n (\beta_n + h / \sqrt{n}) \right) \) converges weakly to the same limiting distribution as \( n \left( \hat{\mathbb{L}}_n (\beta_n) - \inf_{h \in \mathcal{B}_B} \tilde{\mathbb{L}}_n (\beta_n + h / \sqrt{n}) \right) \) uniformly in \( \mathcal{P} \). Since Assumptions 1 - 5 and conditions (i) and (ii) of Theorem 1 hold uniformly in \( \mathcal{P} \), the arguments in the proof of Theorem 1 imply that uniformly over \( h \in \mathcal{B}_B \),

\[
\begin{align*}
&n \left( \hat{\mathbb{L}}_n (\beta_n + h / \sqrt{n}) - \hat{\mathbb{L}}_n (\beta_n) \right) \\
&= n\hat{Q}_n \left( \beta_n + h / \sqrt{n} - n\hat{Q}_n (\beta_n) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} n \left( f_j \left( \beta_n + h / \sqrt{n} \right) - f_j (\beta_n) \right) \right) \\
&= h' \sqrt{n} \left( \hat{I}_n (\beta_n) - l (\beta_n) \right) + \frac{1}{2} h'H_0h + \frac{1}{2} \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} h'G_{0j}h + o_{P_n}(1) \\
&\xrightarrow{\mathcal{P}} h'W_0 + \frac{1}{2} h'H_0h + \frac{1}{2} \sum_{j \in \mathcal{E} \cup \mathcal{I} } \lambda_{0j} h'G_{0j}h
\end{align*}
\]

as a process indexed by \( h \) in the space of bounded functions on compact sets \( \ell^\infty (K) \) for any compact \( K \subset \mathbb{R}^d \). These results in combination with the continuous mapping results in Lemma
We already showed in the proof of Theorem 1 that

\[ n \left( \hat{L}_n(\beta_n) - \inf_{\beta \in \mathbb{B}_n} \hat{L}_n(\beta + \frac{h}{\sqrt{n}}) \right) \]

\[ = - \inf_{\beta \in \mathbb{B}_n} n \left( \hat{L}_n(\beta + \frac{h}{\sqrt{n}}) - \hat{L}_n(\beta) \right) + o_P(n) \]

\[ = - \inf_{\beta \in \mathbb{B}_n} \left\{ \sqrt{n} \left( \hat{\ell}_n(\beta_n) - l(\beta_n) \right) + \frac{1}{2} h' \bar{H}_n h + \frac{1}{2} \sum_{j \in \mathcal{I}} \lambda_{0j} h' G_{0j} h \right\} + o_P(n) \]

\[ \overset{\text{as}}{\Rightarrow} \begin{cases} 
- \inf_{h \in \{h \in \mathbb{R}^d : |h| \leq \kappa\}} q(h) & \text{if } \sqrt{n} \delta_n \to \kappa > 0 \\
- \inf_{h \in \mathbb{R}^d} q(h) & \text{if } \sqrt{n} \delta_n \to \infty
\end{cases} \]

We already showed in the proof of Theorem 1 that

\[ \frac{\hat{A}_n^*(\beta_n + \alpha_n h)}{\alpha_n^2} = h' \sqrt{n} \left( \hat{\ell}_n^*(\beta_n) - \ell_n^*(\beta_n) \right) + \frac{1}{2} h' \bar{H}_n h + \frac{1}{2} \sum_{j \in \mathcal{I}} \bar{\lambda}_{nj} h' \bar{G}_{nj} h + o_P(n) \]

\[ \overset{\mathbb{P}}{\Rightarrow} h' W_0 + \frac{1}{2} h' \bar{H}_n h + \frac{1}{2} \sum_{j \in \mathcal{I}} \lambda_{0j} h' G_{0j} h \]

Then the continuous mapping results in Lemma 10.11 of Kosorok (2007) imply

\[ \inf_{\beta \in \mathbb{R}} \frac{\hat{A}_n^*(\beta)}{\alpha_n^2} \]

\[ = - \inf_{h \in \mathbb{R}^d} \hat{A}_n^*(\beta_n + \alpha_n h) \]

\[ = - \inf_{h \in \mathbb{R}^d} \left\{ \sqrt{n} \left( \hat{\ell}_n^*(\beta_n) - \ell_n^*(\beta_n) \right) + \frac{1}{2} h' \bar{H}_n h + \frac{1}{2} \sum_{j \in \mathcal{I}} \bar{\lambda}_{nj} h' \bar{G}_{nj} h \right\} + o_P(n) \]

\[ \overset{\mathbb{P}}{\Rightarrow} - \inf_{h \in \mathbb{R}^d} q(h) \]

Therefore, \( \limsup_{n \to \infty} \sup_{P \in \mathcal{P}, x \in \mathbb{R}} |J_n(x, P) - J(x, P)| = 0 \), and since \( \{J(\cdot, P) : P \in \mathcal{P}\} \) is equicontinuous at \( J^{-1}_n(1 - \alpha, P) \), we have for any \( P_n \) and \( \varepsilon \) small enough, \( J_n(x_n, P_n) - J(x_n, P_n) = o(1) \) where \( x_n = J^{-1}_n(1 - \alpha - \varepsilon, P_n) \). Similarly, \( \limsup_{n \to \infty} \sup_{P \in \mathcal{P}} \left( \sup_{x \in \mathbb{R}} |J^*_n(x, P) - J^*(x, P)| > \varepsilon \right) = 0 \) for all \( \varepsilon > 0 \), and since \( \{J^*(\cdot, P) : P \in \mathcal{P}\} \) is equicontinuous at \( J^{-1}_n(1 - \alpha, P) \), for any \( P_n \) and \( \varepsilon \) small enough, \( J^*_n(x_n, P_n) - J^*(x_n, P_n) = o_P(1) \). Note that \( - \inf_{h \in \{h \in \mathbb{R}^d : |h| \leq \kappa\}} q(h) \leq - \inf_{h \in \mathbb{R}^d} q(h) \) for any realizations of the random variables in the limiting distributions. Then, for all \( \varepsilon > 0 \) and \( n \) large enough, there
exists $\delta > 0$ such that $P_n \left( J_{x_n}^* (x_n, P_n) - J_n (x_n, P_n) > \epsilon \right) \leq \delta$. If $J_{x_n}^* (x_n, P_n) = J_n (x_n, P_n) \leq \epsilon$, then $J_{x_n}^{-1} (1 - \alpha - \epsilon, P_n) \leq J_{x_n}^* (1 - \alpha, P_n)$. Take $\{\epsilon_n\}_{n=1}^{\infty}$ and $\{\delta_n\}_{n=1}^{\infty}$ to be positive sequences such that $\epsilon_n \to 0$ and $\delta_n \to 0$. Then, using arguments similar to those in Lemma A.1 (vi) of Romano and Shaikh (2012), for all $\epsilon > 0$ and $n$ large enough,

$$P_n \left( n \left( \hat{\mathcal{L}}_n (\beta_n) - \inf_{h \in B_{x_n}} \hat{\mathcal{L}}_n \left( \beta_n + \frac{h}{\sqrt{n}} \right) \right) \leq J_{x_n}^* (1 - \alpha, P_n) \right)$$

$$\geq \liminf_{n \to \infty} \left( \left( \hat{\mathcal{L}}_n (\beta_n) - \inf_{h \in B_{x_n}} \hat{\mathcal{L}}_n \left( \beta_n + \frac{h}{\sqrt{n}} \right) \right) \leq J_{x_n}^* (1 - \alpha, P_n) \right)$$

$$\geq 1 - \alpha - \epsilon - \delta$$

Since $\epsilon$ and $\delta$ can be arbitrarily small, $\lim \inf_{n \to \infty} P_n \left( n \left( \hat{\mathcal{L}}_n (\beta_n) - \inf_{h \in B_{x_n}} \hat{\mathcal{L}}_n \left( \beta_n + \frac{h}{\sqrt{n}} \right) \right) \leq \hat{\epsilon}_1^{* - \alpha} \right) \geq 1 - \alpha$. For $\rho = \lim \inf_{n \to \infty} P \left( n \left( \hat{\mathcal{L}}_n (\beta_n) - \inf_{h \in B_{x_n}} \hat{\mathcal{L}}_n \left( \beta_n + \frac{h}{\sqrt{n}} \right) \right) \leq \hat{\epsilon}_1^{* - \alpha} \right)$, we can find a sequence $\{P_n \in \mathcal{P}\}$ such that $\rho = \lim \inf_{n \to \infty} P_n \left( n \left( \hat{\mathcal{L}}_n (\beta_n) - \inf_{h \in B_{x_n}} \hat{\mathcal{L}}_n \left( \beta_n + \frac{h}{\sqrt{n}} \right) \right) \leq \hat{\epsilon}_1^{* - \alpha} \right)$. Find a subsequence $n_k$ of $n$ for which $\beta_n$ converges, with its limit denoted $\beta$. The same arguments above applied to such a subsequence imply $\lim \inf_{n_k \to \infty} P_{n_k} \left( n_k \left( \hat{\mathcal{L}}_n (\beta_{n_k}) - \inf_{h \in B_{x_n}} \hat{\mathcal{L}}_n \left( \beta_{n_k} + \frac{h}{\sqrt{n_k}} \right) \right) \leq \hat{\epsilon}_1^{* - \alpha} \right) \geq 1 - \alpha$. Since $\{P_{n_k}, \beta_{n_k}\}$ is a subsequence of $\{P_n, \beta_n\}$, $\rho = \lim \inf_{n_k \to \infty} P_{n_k} \left( n_k \left( \hat{\mathcal{L}}_n (\beta_{n_k}) - \inf_{h \in B_{x_n}} \hat{\mathcal{L}}_n \left( \beta_{n_k} + \frac{h}{\sqrt{n_k}} \right) \right) \leq \hat{\epsilon}_1^{* - \alpha} \right) \geq 1 - \alpha$.

\[\blacksquare\]

5.1.3 Proof of Theorem 3

Consider any sequence $\{P_n \in \mathcal{P} : n \geq 1\}$ that determines $\beta_n = \beta (P_n)$ and the laws of all random variables. In order to account for estimated constraints, we redefine the modified Lagrangian as $\hat{\mathcal{L}}_n (\beta) = \check{Q}_n (\beta) + \sum_{j \in \mathcal{E} \cup \mathcal{J}} \lambda_{aj} f_{aj} (\beta)$. Since Assumptions 1', 2 - 4, 5', and 6 and conditions (i) and (ii) of Theorem 1 are satisfied uniformly in $\mathcal{P}$, we have that uniformly over $h \in B_{x_n}$,

$$n \left( \hat{\mathcal{L}}_n (\beta_n) - \inf_{h \in B_{x_n}} \hat{\mathcal{L}}_n \left( \beta_n + \frac{h}{\sqrt{n}} \right) \right)$$
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\[
= nQ_n \left( \beta_n + \frac{h}{\sqrt{n}} \right) - nQ_n (\beta_n) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j}(f_{nj}(\beta_n + \frac{h}{\sqrt{n}}) - f_{nj}(\beta_n))
\]
\[
= h' \sqrt{n} \left( \hat{I}_n (\beta_n) - l(\beta_n) \right) + \frac{1}{2} h' H_0 h + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} \left( \sqrt{n} (F_{nj} (\beta_n) - F_{0j} (\beta_n))' h + \frac{1}{2} h' G_{0j} h \right) + o_{P_n}(1)
\]
\[
\longrightarrow h' W_0 + \frac{1}{2} h' H_0 h + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} \left( h' V_{0j} + \frac{1}{2} h' G_{0j} h \right)
\]
as a process indexed by \( h \) in the space of bounded functions on compact sets \( \ell^\infty (K) \) for any compact \( K \subset \mathbb{R}^d \). To show the weak convergence result in the last line, we have used \( \sqrt{n} \left( \hat{I}_n (\beta_n) - l(\beta_n) \right) + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} \sqrt{n} (F_{nj} (\beta_n) - F_{0j} (\beta_n)) \longrightarrow W_0 + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} V_{0j} \), and \( \lambda_{0j} = 0 \) for all \( j \in \mathcal{I} \setminus \mathcal{I}_n^* (\lambda_0) \).

Since we assumed \( \lambda_{nj} \) and \( f_{nj}(\beta) \) converge in probability to \( \lambda_{0j} \) and \( f_{0j}(\beta) \) for all \( j \in \mathcal{E} \cup \mathcal{I} \) uniformly in \( \mathcal{P} \), \( n \left( \hat{L}_n (\beta_n) - \inf_{h \in B_{\mathcal{I}_n^*}} \hat{L}_n (\beta_n + \frac{h}{\sqrt{n}}) \right) \) converges weakly to the same limiting distribution as \( n \left( \hat{L}_n (\beta_n) - \inf_{h \in B_{\mathcal{I}_n^*}} \hat{L}_n (\beta_n + \frac{h}{\sqrt{n}}) \right) \) uniformly in \( \mathcal{P} \). Then, by the continuous mapping results in Lemma 10.11 of Kosorok (2007),

\[
n \left( \hat{L}_n (\beta_n) - \inf_{h \in B_{\mathcal{I}_n^*}} \hat{L}_n (\beta_n + \frac{h}{\sqrt{n}}) \right) = - \inf_{h \in B_{\mathcal{I}_n^*}} n \left( \hat{L}_n (\beta_n + \frac{h}{\sqrt{n}}) - \hat{L}_n (\beta_n) \right) + o_{P_n}(1)
\]
\[
= - \inf_{h \in B_{\mathcal{I}_n^*}} \left\{ \sqrt{n} \left( \hat{I}_n (\beta_n) - l(\beta_n) \right) + \frac{1}{2} h' H_0 h + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \lambda_{0j} \left( \sqrt{n} (F_{nj} (\beta_n) - F_{0j} (\beta_n))' h + \frac{1}{2} h' G_{0j} h \right) \right\} + o_{P_n}(1)
\]
\[
\longrightarrow \left\{ \begin{array}{ll}
- \inf_{h \in \{h \in \mathbb{R}^d : |h| \leq \kappa \}} q(h) & \text{if } \sqrt{n} \delta_n \to \kappa > 0 \\
- \inf_{h \in \mathbb{R}^d} q(h) & \text{if } \sqrt{n} \delta_n \to \infty
\end{array} \right.
\]

where \( q(h) \equiv h' W_0 + \frac{1}{2} h' H_0 h + \sum_{j \in \mathcal{E} \cup \mathcal{I}_n^*} \lambda_{0j} \left( h' V_{0j} + \frac{1}{2} h' G_{0j} h \right) \).

Now consider the limiting distribution of the proximal bootstrap objective. First, note that since \( \bar{H}_n \overset{p}{\to} H_0, \bar{G}_{nj} \overset{p}{\to} G_{0j} \) for all \( j \), \( \frac{\beta_n - \beta_0}{\alpha_n} = o_{P_n}(1) \), and the proximal bootstrap Lagrangian is convex in \( h \), we have that uniformly over \( h = \frac{\beta_n - \beta_0}{\alpha_n} \in \frac{\beta_n - \beta_0}{\alpha_n} \),

\[
\frac{\tilde{L}_n^* (\beta_n + \alpha_n h)}{\alpha_n^2} = h' \sqrt{n} \left( \hat{I}_n^* (\beta_n) - \hat{I}_n (\beta_n) \right) + \frac{1}{2} h' \bar{H}_n h + \sum_{j \in \mathcal{E} \cup \mathcal{I}} \tilde{\lambda}_{nj} \left( h' \sqrt{n} (F_{nj}^* - \bar{F}_{nj}) + \frac{1}{2} h' \bar{G}_{nj} h \right) + o_{P_n}(1)
\]
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\[ = h' \sqrt{n} \left( \hat{i}_n^* (\beta_n) - \hat{i}_n (\beta_n) \right) + \frac{1}{2} h'H_0 h + \sum_{j \in \mathcal{J}} \lambda_{nj} \left( h' \sqrt{n} \left( \hat{F}_{nj}^* - \hat{F}_{nj} \right) + \frac{1}{2} h'G_{0j} h \right) + o_{p_n} (1) \]

Next, note that Assumption 3 implies \( \sqrt{n} \left( \hat{i}_n^* (\beta_n) - \hat{i}_n (\beta_n) \right) = o_{p_n} (1) \). Since we also assumed \( \max_{j \in \mathcal{J}} |\lambda_{nj} - \lambda_{0j}| \overset{p}{\to} 0 \), and \( \sup_{|\beta - \beta_n| \leq o(1)} \sqrt{n} \left( F_{nj}^* (\beta) - F_n (\beta) - F_{nj}^* (\beta_n) + F_n (\beta_n) \right) = o_{p_n} (1) \),

\[
\begin{align*}
&= h' \sqrt{n} \left( \hat{i}_n^* (\beta_n) - \hat{i}_n (\beta_n) \right) + \sum_{j \in \mathcal{J}} \lambda_{nj} h' \sqrt{n} \left( \hat{F}_{nj}^* - \hat{F}_{nj} \right) \\
&= h' \sqrt{n} \left( \hat{i}_n^* (\beta_n) - \hat{i}_n (\beta_n) \right) + \sum_{j \in \mathcal{J}} \lambda_{nj} h' \sqrt{n} \left( \hat{F}_{nj}^* (\beta_n) - F_{nj} (\beta_n) + F_{nj} (\beta) \right) \\
&= h' \sqrt{n} \left( \hat{i}_n^* (\beta_n) - \hat{i}_n (\beta_n) \right) + \sum_{j \in \mathcal{J}} \lambda_{nj} h' \sqrt{n} \left( \hat{F}_{nj}^* (\beta_n) - F_{nj} (\beta_n) \right) + o_{p_n} (1) \\
&\overset{p}{\to} h'W_0 + \sum_{j \in \mathcal{J}} \lambda_{0j} h'V_{0j}
\end{align*}
\]

Therefore,

\[
\frac{\hat{A}_n^* (\beta_n + \alpha_n h)}{\alpha_n^2} \overset{p}{\to} h'W_0 + \frac{1}{2} h'H_0 h + \sum_{j \in \mathcal{J}} \lambda_{0j} \left( h'V_{0j} + \frac{1}{2} h'G_{0j} h \right)
\]

as a process indexed by \( h \) in the space of bounded functions on compact sets \( \ell^\infty (K) \) for any compact \( K \subset \mathbb{R}^d \).

Then the continuous mapping results in Lemma 10.11 of Kosorok (2007) imply

\[
\begin{align*}
\inf_{\beta \in \mathcal{B}} \frac{\hat{A}_n^* (\beta)}{\alpha_n^2} &= \inf_{h \in \frac{\hat{A}_n^* (\beta_n + \alpha_n h)}{\alpha_n^2}} \left( \sqrt{n} \left( \hat{i}_n^* (\beta_n) - \hat{i}_n (\beta_n) \right) h + \frac{1}{2} h'H_0 h \right) \\
&= \inf_{h \in \frac{\hat{A}_n^* (\beta_n + \alpha_n h)}{\alpha_n^2}} \left( \sqrt{n} \left( \hat{i}_n^* (\beta_n) - \hat{i}_n (\beta_n) \right) h + \frac{1}{2} h'H_n h \right)
\end{align*}
\]
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\begin{align*}
+ \sum_{j \in \mathcal{I} \cup \mathcal{J}} \lambda_{nj} \left( \sqrt{n} \left( F_{nj}^* (\beta_n) - F_{nj} (\beta_n) \right)' h + \frac{1}{2} h' G_{nj} h \right) \right) + o_P (1) \\
\lim_{n \to \infty} P \left( \inf_{h \in \mathbb{R}^d} q (h) \right)
\end{align*}

The rest of the arguments are the same as in the proof of Theorem 2. \hfill \blacksquare

### 5.2 Verification of Assumptions

We first verify that Assumptions 2 and 3 are satisfied for the boundary constrained GMM example (example 2). In this example, \( \hat{l}_n (\beta_n) = \hat{G}_n^* \hat{\pi}_n (\beta_n) \), \( \hat{l}_n^* (\beta_n) = \hat{G}_n^* \hat{\pi}_n^* (\beta_n) \), \( \hat{\pi}_n (\beta) = \left[ \frac{1}{n} \sum_{i=1}^{n} 1 (y_i \leq \beta) - 0.5 \right] \), \( \hat{\pi}_n^* (\beta) = \left[ \frac{1}{n} \sum_{i=1}^{n} 1 (y_i^* \leq \beta) - 0.5 \right] \), and

\[
\hat{G}_n = \left[ \frac{1}{n h} \sum_{i=1}^{n} K_h (y_i - \beta_n) \right], \quad \hat{G}_n^* = \left[ \frac{1}{n h} \sum_{i=1}^{n} K_h (y_i^* - \beta_n) \right], \quad G = \left[ \begin{array}{c} f (\beta_0) \\ -1 \end{array} \right],
\]

where \( f (\cdot) \) is the density of \( y \) and \( K_h (x) = K (x / h) \) for some kernel function \( K (\cdot) \) and bandwidth \( h \). We can express \( \sqrt{n} \left( \hat{l}_n^* (\beta_n) - \hat{l}_n (\beta_n) \right) \) as

\[
\sqrt{n} \left( \hat{l}_n^* (\beta_n) - \hat{l}_n (\beta_n) \right) = \sqrt{n} \left( \hat{G}_n^* \hat{\pi}_n^* (\beta_n) - \hat{G}_n^* \hat{\pi}_n (\beta_n) \right) = G' \sqrt{n} \left( \hat{\pi}_n^* (\beta_n) - \hat{\pi}_n (\beta_n) \right) + \left( \hat{G}_n^* - G \right)' \sqrt{n} \left( \hat{\pi}_n^* (\beta_n) - \hat{\pi}_n^* (\beta_0) \right) - \left( \hat{G}_n - G \right)' \sqrt{n} \left( \hat{\pi}_n (\beta_n) - \hat{\pi}_n (\beta_0) \right) + \left( \hat{G}_n^* - \hat{G}_n \right)' \sqrt{n} \left( \hat{\pi}_n (\beta_n) - \hat{\pi}_n (\beta_0) \right) = G' \sqrt{n} (P_n^* - P_n) \pi (\cdot, \beta_0) + G' \sqrt{n} (P_n^* - P_n) \pi (\cdot, \bar{\beta}_n) - \pi (\cdot, \beta_0) + o_P (1)
\]

where we have used \( \sqrt{n} \left( \hat{\pi}_n^* (\beta_n) - \hat{\pi}_n^* (\beta_0) \right) = O_p (1) \), \( \sqrt{n} \left( \hat{\pi}_n (\beta_n) - \hat{\pi}_n (\beta_0) \right) = O_p (1) \), \( \sqrt{n} \left( \hat{\pi}_n^* (\beta_n) - \hat{\pi}_n (\beta_0) \right) = O_p (1) \), \( \sqrt{n} \left( \hat{\pi}_n (\beta_n) - \pi (\beta_0) \right) = O_p (1) \), \( \hat{G}_n^* - G = O_p (1) \), and \( \hat{G}_n^* - G = O_p (1) \). We can express

\[
G' \left( \pi (\cdot, \beta_n) - \pi (\cdot, \beta_0) \right) = f (\beta_0) (1 (y_i \leq \beta_n) - 1 (y_i \leq \beta_0)) + (\beta_n - \beta_0) = g (\cdot, \beta_n) - g (\cdot, \beta_0)
\]

for \( g (\cdot, \cdot) = f (\beta_0) (1 (y_i \leq \beta) - \tau) - (y_i - \beta) \). Note that \( G_R = \{ g (\cdot, \beta) - g (\cdot, \beta_0) : |\beta - \beta_0| \leq R \} \) is a Donsker class for some \( R > 0 \) because \( \{1 (y_i \leq \beta) : |\beta - \beta_0| \leq R \} \) and \( \{1 (y_i \leq \beta_0)\} \) are bounded Donsker classes, \( f (\beta_0) \) is bounded between 0 and 1, and \( \beta - \beta_0 \) is bounded between \( -R \) and \( R \) on \( G_R \). Using the Donsker preservation properties for sums and products of bounded Donsker classes,
\( \mathcal{G}_R \) is a Donsker class. Additionally, \( P |g(\cdot, \beta) - g(\cdot, \beta_0)|^2 \rightarrow 0 \) as \( \beta \rightarrow \beta_0 \) because

\[
P |g(\cdot, \beta) - g(\cdot, \beta_0)|^2 \\
\leq f(\beta_0)^2 E |1(y_i \leq \beta) - 1(y_i \leq \beta_0)|^2 + |\beta - \beta_0|^2 + 2E |1(y_i \leq \beta) - 1(y_i \leq \beta_0)||\beta - \beta_0| \\
= f(\beta_0)^2 E |1(y_i \leq \beta) - 1(y_i \leq \beta_0)| + |\beta - \beta_0|^2 + 2E |1(y_i \leq \beta) - 1(y_i \leq \beta_0)||\beta - \beta_0| \\
\leq f(\beta_0)^2 (E |1(\beta_0 \leq y_i \leq \beta)| + E |1(\beta \leq y_i \leq \beta_0)|) + 2|\beta - \beta_0| \\
= f(\beta_0)^2 (P(\beta_0 \leq y_i \leq \beta) + P(\beta \leq y_i \leq \beta_0)) + 2|\beta - \beta_0|
\]

The envelope integrability condition in Assumption 3 is satisfied because \( f(\beta_0) (1(y_i \leq \bar{\beta}_n) - 1(y_i \leq \beta_0)) \) is bounded between -1 and 1, which implies \( \sup_{g(\cdot, \beta) \in \mathcal{G}_n} \left| \frac{g(\cdot, \beta) - g(\cdot, \beta_0)}{1 + \sqrt{n}||\beta - \beta_0||} \right| \leq 1 \) for any \( n > 1 \). Therefore,

\[
G' \sqrt{n} (P_n^* - P_n) (\pi(\cdot, \bar{\beta}_n) - \pi(\cdot, \beta_0)) = o_p(1), \text{ and } \sqrt{n} (\hat{\lambda}_n (\bar{\beta}_n) - \hat{\lambda}_n (\beta_0)) \text{ converges to the same asymptotic distribution as } \sqrt{n} (\hat{\lambda}_n (\beta_0) - l(\beta_0)) .
\]

We can also check Assumptions 2 and 3 are satisfied for the conditional logit example (example 3) under additional assumptions. In that example, \( \hat{\lambda}_n (\beta) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{J} (y_{ij} - P_{ij}(\beta)) x_{ij} \)

\[
P(\hat{\lambda}_n (\beta) = P_n^* (\pi(\cdot, \bar{\beta}_n) - \pi(\cdot, \beta_0)) x_{ij}) = P_n^* (\pi(\cdot, \bar{\beta}_n) - \pi(\cdot, \beta_0)) x_{ij} \]

\[
\text{and } P_{ij}(\beta) = \frac{\exp(\beta x_{ij})}{\sum_{i} \exp(\beta x_{ij})}, \text{ where } J << n \text{ is fixed. If } E |x_{ij}|^4 < \infty, \text{ we can show that } P |g(\cdot, \beta) - g(\cdot, \beta_0)|^2 \rightarrow 0 \text{ as } \beta \rightarrow \beta_0 \text{ because}
\]

\[
P |g(\cdot, \beta) - g(\cdot, \beta_0)|^2 \\
\leq \frac{1}{J} \sum_{j=1}^{J} E |P_{ij}(\beta) - P_{ij}(\beta_0)|^2 |x_{ij}|^2 \\
\leq \frac{1}{J} \sum_{j=1}^{J} \sqrt{E |P_{ij}(\beta) - P_{ij}(\beta_0)|^4} E |x_{ij}|^4
\]

If \( E \left( \sup_{b} \frac{1}{J} \sum_{j=1}^{J} |P'_{ij}(b) x_{ij}| \right)^2 < \infty, \mathcal{G}_R = \{g(\cdot, \beta) - g(\cdot, \beta_0) : |\beta - \beta_0| \leq R \} \) is a Donsker class for some \( R > 0 \) because \( |g(\cdot, \beta) - g(\cdot, \beta_0)| = \frac{1}{J} \sum_{j=1}^{J} (P_{ij}(\beta_0) - P_{ij}(\beta)) x_{ij} | \leq \sup_{b} \frac{1}{J} \sum_{j=1}^{J} |P'_{ij}(b) x_{ij}| |\beta - \beta_0| \) is Lipschitz with a square-integrable Lipschitz constant. The envelope integrability condition will be satisfied if the envelope function for \( \mathcal{G}_R \) is uniformly integrable or if the \( x_{ij} \) are uniformly bounded.
5.3 Subvector Inference

Projection intervals are typically conservative so we also propose an alternative approach for subvector inference on $\gamma_0 = f(\beta_0)$ for some function $f : \mathbb{B} \rightarrow \Gamma \subseteq \mathbb{R}^s$. We will assume that $l(\beta_0) = 0$ and LICQ is satisfied, so we can use $c_{\gamma,1-\alpha}^{\text{Profile}} = \left\{ \gamma : n \left( \hat{Q}_n^{\text{Profile}}(\gamma) - \inf_{\beta \in \mathbb{B}(\gamma)} \hat{Q}_n^{\text{Profile}}(\gamma + \frac{h}{\sqrt{n}}) \right) \leq c_{\gamma,1-\alpha}^{\text{Profile}} \right\}$, where $\hat{Q}_n^{\text{Profile}}(\gamma) = \inf_{\beta \in \mathbb{B}(\gamma)} \hat{Q}_n(\beta)$, $\mathbb{B}(\gamma) = \{ \beta \in \mathbb{B} : \gamma = f(\beta) \}$, $\mathbb{B}_{\gamma,\delta_n} = \{ h \in \mathbb{R}^s : \frac{|h|}{\sqrt{n}} \leq \delta_n \}$ for any $\delta_n \rightarrow 0$, and $c_{\gamma,1-\alpha}^{\text{Profile}}$ is the $1 - \alpha$ quantile of $-\frac{\inf_{\beta \in \mathbb{B}(\gamma)} \hat{A}^{\text{Profile}}_n(\gamma)}{\alpha_n}$, where

$$
\hat{A}^{\text{Profile}}_n(\gamma) = \alpha_n \sqrt{n} \left( \hat{\gamma}^{\text{Profile}}_n(\gamma) - l_n^{\text{Profile}}(\gamma_n) \right)'(\gamma - \bar{\gamma}_n) + \frac{1}{2} \|\gamma - \bar{\gamma}_n\|^2_{H_n^{\text{Profile}}}
$$

where $\gamma_n = f(\bar{\beta}_n)$ for some $\bar{\beta}_n$ such that $\sqrt{n}(\bar{\beta}_n - \beta_0) = O_P(1)$, $l_n^{\text{Profile}}(\gamma_n) \overset{p}{\rightarrow} l^{\text{Profile}}(\gamma_0) \equiv \frac{\partial Q^{\text{Profile}}(\gamma)}{\partial \gamma}$, $H_n^{\text{Profile}} \rightarrow H_0^{\text{Profile}} = \frac{\partial^2 Q^{\text{Profile}}(\gamma_0)}{\partial \gamma^2}$, $\gamma_0 = f(\beta_0)$, and $Q^{\text{Profile}}(\gamma) = \inf_{\beta \in \mathbb{B}(\gamma)} Q(\beta)$.

We need to modify our assumptions as follows:

Assumption 7.  
(i) There exists a function $g : \mathcal{X} \rightarrow \mathbb{R}^s$ indexed by a parameter $\gamma \in \mathbb{R}^s$ such that for any $\gamma \in \mathbb{R}^s$, $\sqrt{n} \left( l_n^{\text{Profile}}(\gamma) - l^{\text{Profile}}(\gamma) \right) = \sqrt{n} (P_n - P) g^{\text{Profile}}(\cdot, \gamma) + o_P(1)$ and $\sqrt{n} \left( l_n^{\text{Profile}}(\gamma) - l^{\text{Profile}}(\gamma) \right) = \sqrt{n} (P_n - P) g^{\text{Profile}}(\cdot, \gamma) + o^*_P(1)$, where $\lim_{n \rightarrow \infty} P \|g^{\text{Profile}}(\cdot, \gamma_0)\|_2^2 \left( \|g^{\text{Profile}}(\cdot, \gamma_0)\| > \epsilon \sqrt{n} \right) = 0$ for each $\epsilon > 0$.

(ii) $G_R^{\text{Profile}} = \{ g^{\text{Profile}}(\cdot, \gamma) - g^{\text{Profile}}(\cdot, \gamma_0) : \|\gamma - \gamma_0\| \leq R \}$ is a Donsker class for some $R > 0$ and $P \|g^{\text{Profile}}(\cdot, \gamma) - g^{\text{Profile}}(\cdot, \gamma_0)\|_2^2 \rightarrow 0$ for $\gamma \rightarrow \gamma_0$.

Assumption 8. $\lim_{\lambda \rightarrow \infty} \lim_{n \rightarrow \infty} \sup_{t \geq \lambda} \left\{ \sup_{g^{\text{Profile}}(\cdot, \gamma_0) \in G_R^{\text{Profile}}} \frac{\|g^{\text{Profile}}(\cdot, \gamma_0) - g^{\text{Profile}}(\cdot, \gamma_0)\|_2}{1 + \sqrt{n} \|\gamma - \gamma_0\|} > t \right\} = 0$ for any $\delta_n \rightarrow 0$.

Assumption 9. For any $\delta_n \rightarrow 0$, $\mathbb{B}_{\gamma,\delta_n} = \{ h \in \mathbb{R}^s : \frac{|h|}{\sqrt{n}} \leq \delta_n \}$,

$$
\sup_{h \in \mathbb{B}_{\gamma,\delta_n}} \left| n \hat{Q}_n^{\text{Profile}}(\gamma_0 + \frac{h}{\sqrt{n}}) - n \hat{Q}_n^{\text{Profile}}(\gamma_0) - h' \sqrt{n} l_n^{\text{Profile}}(\gamma_0) - \frac{1}{2} h' H_0^{\text{Profile}} h \right| \leq o_P(1)
$$

In the theorem below, $J^{\text{Profile}}(\cdot, P)$ denotes the CDF of $n \left( \hat{Q}_n^{\text{Profile}}(\gamma_0) - \inf_{h \in \mathbb{B}_{\gamma,\delta_n}} \hat{Q}_n^{\text{Profile}}(\gamma_0 + \frac{h}{\sqrt{n}}) \right)$ under $P$, and $J^{\text{Profile}}(\cdot, P)$ denotes the CDF of its limiting distribution under $P$. Similarly,
\( J_{\alpha_n}^{\text{Profile}} (\gamma, P) \) denotes the conditional CDF of \(- \inf_{\gamma \in \mathbb{R}} \hat{A}_{\alpha_n}^{\text{Profile}} (\gamma) \) under \( P \), and \( J^{\text{Profile}} (\gamma, P) \) denotes the CDF of its limiting distribution under \( P \). We will show that \( J^{\text{Profile}} (\gamma, P) = J_{\alpha_n}^{\text{Profile}} (\gamma, P) \), which is equal to the CDF of \(- \min_{h \in \mathbb{R}} q^{\text{Profile}} (h) \) where \( q^{\text{Profile}} (h) \equiv h' W_0^{\text{Profile}} + \frac{1}{2} h' H_0^{\text{Profile}} h \), where \( W_0^{\text{Profile}} \sim N \left( 0, P (g^{\text{Profile}} (\cdot, \gamma_0) - P g^{\text{Profile}} (\cdot, \gamma_0))' (g^{\text{Profile}} (\cdot, \gamma_0) - P g^{\text{Profile}} (\cdot, \gamma_0)) \right) \).

**Theorem 4.** Let \( \mathcal{P} \) be a class of distributions for which \( l (\beta_0) = 0 \), \( H_0^{\text{Profile}} = \frac{\sigma^2 Q^{\text{Profile}} (\gamma_0)}{c_\gamma c_{\gamma'}} > 0 \), and Assumptions 1, 4, and 7 - 9 hold uniformly in \( P \in \mathcal{P} \) and \( \{ J^{\text{Profile}} (\gamma, P) : P \in \mathcal{P} \} \) is equicontinuous at \( J_{n^{-1}, \text{Profile}} (1 - \alpha, P) \). Then \( \lim \inf_{n \to \infty} \inf_{P \in \mathcal{P}} P \left( \gamma_0 \in C_{\gamma, 1-\alpha}^{\text{Profile}} \right) \geq 1 - \alpha \), where \( C_{\gamma, 1-\alpha}^{\text{Profile}} = \left\{ \gamma : n \left( \hat{Q}_n^{\text{Profile}} (\gamma) - \inf_{h \in B_{\gamma, \delta_n}} \hat{Q}_n^{\text{Profile}} (\gamma + \frac{h}{\sqrt{n}}) \right) \leq c_{\gamma, 1-\alpha}^{\text{Profile}} \right\} \), \( B_{\gamma, \delta_n} = \left\{ h \in \mathbb{R}^s : \frac{|h|}{\sqrt{n}} \leq \delta_n \right\} \) for any \( \delta_n \to 0 \), and \( c_{\gamma, 1-\alpha}^{\text{Profile}} \) is the \( 1 - \alpha \) quantile of \(- \inf_{\gamma \in \mathbb{R}} \hat{A}_{\alpha_n}^{\text{Profile}} (\gamma) \) for any \( \alpha_n \to 0 \) and \( \sqrt{n} \alpha_n \to \infty \).

**References**


——— (2000): “Inconsistency of the bootstrap when a parameter is on the boundary of the parameter space,” *Econometrica*, 68, 399–405. 2, 3, 5, 9, 13, 18


HOROWITZ, J. L. AND S. LEE (2019): “Non-asymptotic inference in a class of optimization problems,” . 4


45


