ABSTRACT
Swarm robotics offers the promise of enhanced performance and robustness relative to that of individual robots, with decreased cost or time-to-completion for certain tasks. Having many degrees of freedom, the swarm related control and estimation problems are quite challenging, specifically when the solutions involve a large amount of communication among the robots. Under certain sensing modalities, direct measurement of robot orientation may either be not possible or require excessive sensor processing. In this paper, a novel method is presented to vary process noise intensity as a function of an estimated state in order to arrive at the hidden state robot orientation. Experimental results are provided, demonstrating the efficacy of the method as well as the error reduction relative to fixed-noise estimation.
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1 Introduction
Robotic pose estimation is critical for proper feedback control of robot trajectory. Pose estimation and robot localization have been studied extensively, utilizing methods such as dead-reckoning [1–6], on-board and off-board computer vision [7, 8], environmental sensing [9–11], collective or distributed localization [12, 13], and simultaneous localization and mapping (SLAM) [14] using laser-scanning systems [15, 16], on-board cameras [17], or ultrasonic rangefinders [11]. Most of the above works rely on some variant of the Kalman Filter [18] or Extended Kalman Filter [19].

Dead-reckoning solutions are notoriously susceptible to accumulated error due to modeling errors or unmodeled dynamics such as wheel-slippage or uneven surfaces. The above references include several methods for odometry correction or calibration, all of which require some secondary form of sensing for feedback correction.

Computer vision-based localization systems generally come in two flavors: off-board and on-board. Off-board implementations feature either high-speed sensors with high-complexity pattern recognition and tracking software (requiring extensive computational capability and advanced machine-vision techniques) or simpler vision systems reliant on known configurations or patterns on the robot(s) being tracked (see, e.g., [20, 21]).

On-board solutions rely on feature tracking in the environment, requiring that the environment contains sufficient features to identify and track. Early work required a priori known environmental maps or beacon locations [7, 9]; more recent SLAM methods build the environmental map as the robot moves [14, 16]. Similar environmental constraints are placed on laser-scanning- and ultrasonic rangefinder-based SLAM implementations. Additionally, on-board solutions necessarily place significantly higher sensing and computation requirements on the individual robots.

1.1 Problem formulation
This research group, performing research in collective robotics and decentralized formation control, seeks to perform algorithmic development, test, and evaluation in the presence of real-world noise with minimal equipment overhead. As a surrogate for significantly more complex sensing systems on-board the robots, measurements of the system will be made by external position sensors and made available to the individual robots via direct or broadcast wireless communication. Such global information sharing may be considered analogous to the information sharing utilized in [22]. If, for a particular experiment, sensing or communication range is assumed to be limited for individual robots, direct central-computer-to-robot communication could be configured to only report information that the robot would accordingly have access to if the sensing ability were on-board. This type of experimental environment may be called mixed-simulation testing, indicating a combination of real and simulated components. Such testbeds are used extensively for validation of complex systems such as spacecraft [23].
The robotic agents forming the basis of the preliminary testbed development are Khepera-II differential drive robots from K-Team. Externally observed robots in the testbed are provided by two SICK LMS400 LADAR sensors and an overhead Cognex Insight 5400 industrial machine-vision system. The LADAR sensors provide measurement of the \( x - y \) position of multiple agents within the swarm arena. However, due to the nearly uniform cylindrical shape of the Khepera-II robots when viewed from the side, it is not possible to directly measure the agent orientation \( \theta \) from the range data returned by the LADAR sensors. The vision system has the capability of returning orientation data provided there are distinguishable features which correlate with the robot orientation when viewed from above. Measuring the robot orientation in this way requires significant additional processing time, especially in the case of scalable problems related to swarm and cooperative robotics.

In this paper we present an alternative approach in which the orientation of the agent is treated as a hidden variable, and is estimated through observation of the robot motion. The dynamic model of the robot (specifically, the non-holonomicity) is then exploited to appropriately vary the process noise covariance used in the extended Kalman Filter (EKF). Recent papers have discussed covariance variation via fuzzy logic and with dependence on time-step \( k \) [11, 24]; the authors of this paper are not aware of prior work utilizing state estimates to vary the covariance.

### 2 Model Definition

The pose of an individual agent in a swarm is defined by the coordinates \([x, y, \theta]^T\), where \( x \) and \( y \) are the agent coordinates in a rectangular reference frame, and \( \theta \) is the orientation angle with \( \theta = 0 \) lying on the \( x \)-axis. The agent posture changes via the agent’s on-board control loop, which defines the agent’s linear acceleration \( \ddot{v} \) and angular velocity \( \dot{\theta} \). The dynamic model of the robot used in this paper is given in state space form in Eqs.(1-3).

\[
X(t) = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix}, \quad \begin{bmatrix} x(t) \\ y(t) \\ v(t) \\ \theta(t) \end{bmatrix}

F(X(t)) = \begin{bmatrix} f_1 \\ f_2 \\ f_3 \\ f_4 \end{bmatrix}, \quad \begin{bmatrix} v(t) \cos \theta(t) \\ v(t) \sin \theta(t) \\ 0 \\ 0 \end{bmatrix}

\dot{X}(t) = \begin{bmatrix} \dot{x}(t) \\ \dot{y}(t) \\ \dot{v}(t) \\ \dot{\theta}(t) \end{bmatrix}, \quad F(X(t)) + \begin{bmatrix} 0 \\ 0 \\ 0 \\ \xi_\theta(t) \end{bmatrix}

\]

Knowledge of these control inputs \( \ddot{v} \) and \( \dot{\theta} \) would greatly decrease the error in the estimation. In many cases, such as the one described in this paper for an external observer, the control inputs are unknown. For this reason, the control variables \( \ddot{v} \) and \( \dot{\theta} \) are modeled with the zero-mean white noises \( \xi_v(t) \) and \( \xi_\theta(t) \), respectively. Measurements provided by the vision system and/or LADAR pair are absolute position measurements \( x_m \) and \( y_m \) assumed to include zero-mean Gaussian-distributed noise \( w_x \sim N(0, W_x) \) and \( w_y \sim N(0, W_y) \). This measurement model is defined in Eq.(4).

\[
Z(t) = \begin{bmatrix} x_m(t) \\ y_m(t) \end{bmatrix}, \quad \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}X(t) + \begin{bmatrix} w_x \\ w_y \end{bmatrix}

\]

We utilize stochastic signals as a general model of the unknown control signals. The advantage of modeling the unknown control signals as stochastic signals is that we can exploit Kalman filter theory to estimate unknown speed \( v \) and angle \( \theta \) based only on the position measurements \( x_m \) and \( y_m \).

We initially assume that the white noise signals that model the control variables are uncorrelated. To establish the baseline, we also assume that they are of constant intensity. In the rest of this paper we will consider the posture estimation based on this constant intensity model as compared to another model in which the noise intensity \( \xi_\theta \) varies as a function of estimated robot velocity.

The rationale behind the velocity-varying models for estimation lies in the intuition that the largest changes in orientation are likely to be experienced when the velocity \( v \) is small. This is due to the observation that for a differential-drive robot, fast orientation changes result from large differences in wheel speeds. For such a system with a limited dynamic range of wheel speeds, the maximum rate of orientation change will occur when the two wheels are each driven at the maximum wheel speed but in opposite directions, resulting in zero linear velocity. At the other extreme, maximum linear velocity is achieved when both wheels are driven at maximum speed in the same direction, resulting in zero angular velocity. Additionally from an observational standpoint, in the limit as velocity goes to zero, changes in \( x_m \) and \( y_m \) will be zero or undetectable while the orientation may change in range \([0, 2\pi]\).

#### 2.1 Orientation Estimation

Our proposed method is based on the 2nd-order Kalman filter [19] for non-linear systems. Individual agents in the swarm are characterized by the state vector \( X = [x, y, v, \theta]^T \), and the continuous state space model is defined by Eqs.(1-3). The Kalman filter is based on two steps: the prediction and the update. The prediction and update step equations are presented below without derivation. Additional details are available in references [18, 19].
In the prediction step, the computation of the predicted value $\hat{X}$ of the state vector and its covariance are based on the last estimation $\hat{X}$. Since we are dealing with data that is regularly sampled with sampling period $\Delta t$, we use the discrete time version of the 2nd-order filter. The subscript $k$ indicates the iteration step; the predicted state vector at the $k+1$ sample is given by

$$\hat{X}_{k+1} = E_{X_k} \{ X_{k+1} \} = E_{X_k, P} \{ X_k + F(X_k) \Delta t \}$$

(5)

where the expectation is in regard to Gaussian distribution with the mean value $\hat{X}_k$ and corresponding covariance $P$. Using the Taylor Series expansion up to the second-order terms and including $E_{X_k, P} \{ X_k - \hat{X}_k \} = 0$ the above expression can be rewritten as

$$\hat{X}_{k+1} = \hat{X}_k + F(\hat{X}_k) \Delta t + \frac{1}{2} E \left \{ \sum_{i=1}^{4} \phi_i(X_k - \hat{X}_k)^T F_i(X_k - \hat{X}_k) \right \}$$

(6)

in which the vectors $\phi_i$ are: $\phi_1 = [1 \enspace 0 \enspace 0 \enspace 0]^T$, $\phi_2 = [0 \enspace 1 \enspace 0 \enspace 0]^T$, $\phi_3 = [0 \enspace 0 \enspace 1 \enspace 0]^T$, $\phi_4 = [0 \enspace 0 \enspace 0 \enspace 1]^T$ (i.e., typical orthonormal basis vectors of $\mathbb{R}^4$) and the matrix $F_i$ is

$$[F_i]_{mn} = \frac{\partial^2 f_i(\hat{X}_k)}{\partial x_m \partial x_n} \Delta t, \enspace m, n = 1, 2, 3, 4.$$  

(7)

The notation $[\cdot]_{mn}$ denotes the element in row $m$ and column $n$. We can then rewrite Eq.(6) as shown in Eq.(8).

$$\hat{X}_{k+1} = \hat{X}_k + F(\hat{X}_k) \Delta t + \frac{1}{2} \sum_{i=1}^{4} \phi_i(tr \{ F_i P_k \})$$

(8)

The square matrix $P_k$ denotes the covariance matrix of the state estimate, i.e., $P_k = E \left \{ (X_k - \hat{X}_k)^T (X_k - \hat{X}_k) \right \}$. From Eq.(2) and Eq.(7), we obtain $F_3 = F_4 = 0$, and $F_1$ and $F_2$ as defined in Eqs.(9-10).

$$F_1 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -\Delta t \sin(\theta_k) & -\Delta t \nu_k \cos(\theta_k) \\ 0 & 0 & \Delta t \sin(\theta_k) & \Delta t \nu_k \sin(\theta_k) \\ 0 & 0 & 0 & 0 \end{bmatrix}$$

(9)

$$F_2 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \Delta t \cos(\theta_k) \\ 0 & 0 & \Delta t \cos(\theta_k) & -\Delta t \nu_k \sin(\theta_k) \end{bmatrix}$$

(10)

Based on $P_k$ we can also predict the covariance matrix of the state estimate $\tilde{P}_{k+1}$ via Eq.(11).

$$\tilde{P}_{k+1} = A_k P_k A_k^T + Q_k$$

(11)

The state-transition matrix $A_k$ is defined in Eq.(12).

$$A_k = \begin{bmatrix} 1 & \Delta t \cos(\theta_k) & -v_k \Delta t \sin(\theta_k) & 0 \\ 0 & 1 & \Delta t \sin(\theta_k) & v_k \Delta t \cos(\theta_k) \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

(12)

The process-noise covariance matrix $Q_k$ consists of the velocity increment $(v_{k+1} - v_k) \sim N(0, \Xi_k^v)$ and the increment of the angle $(\theta_{k+1} - \theta_k) \sim N(0, \Xi_k^\theta)$. By including the control inputs for $v$ and $\theta$ as noise, the magnitudes of $\Xi_k^v$ and $\Xi_k^\theta$ are likely larger than would otherwise be required, but with the benefit of a method that is independent of communication with the robot.

In update steps (performed when measurements are available) we correct the predicted state estimation based on the measurements. The update step contains the following computations.

$$S_{k+1} = C \tilde{P}_{k+1} C^T + R$$

$$K_{k+1} = \tilde{P}_{k+1} C S_{k+1}^{-1}$$

$$\hat{X}_{k+1} = \tilde{X}_{k+1} + K_{k+1} (Z_{k+1} - C \hat{X}_{k+1})$$

(14)

$$P_{k+1} = (I - K_{k+1} C) \tilde{P}_{k+1}$$

The covariance matrix of the measurement noise, $R$, is given below.

$$R = \begin{bmatrix} W_x & 0 \\ 0 & W_y \end{bmatrix}$$

(15)

### 2.2 Variation of Orientation Covariance

As discussed above, it is likely that increments of $\theta$ will be larger as $v(t) \to 0$. For this reason instead of only considering variance $\Xi_k^\theta$ constant, we also consider the variance as a function of velocity $v$, i.e., $\Xi_k^\theta = \Xi_k^\theta(v_k)$.

In Eq.(11) and Eq.(13) above, the process noise covariance matrix $Q_k$, and more specifically $\Xi_k^\theta$, is noted to vary from step to step, and as such must be re-evaluated after each update. Here we denote the dependence of $[Q]_{44}$ on $v$, such that it achieves its maximum value for $v = 0$ and decreases monotonically to $[Q]_{44} = 0$ at $v = \bar{v}$. The proposed function defining the relationship between $\Xi_k^\theta$ and $v$, given in Eq.(16), is based on the observed empirical histogrammatic correlation between $v$ and $\Delta \theta$ over several data sets.

$$\Xi_k^\theta(v_k) = \arccos^2 \left( \frac{v_k}{\bar{v}} \right)$$

(16)

This function requires one tuning parameter, $\bar{v}$. After performing several optimization iterations using the Matlab® Optimization Toolbox, we observed that the normalization parameter correlates well with the histogrammatic peak of $v$ for a given trajectory. It is clear, however, that for such a definition of $v$, $v_k$ will almost certainly exceed $\bar{v}$ at times, in which case the $\arccos$ function returns non-real values. Protections have thus been implemented in the software to ensure real values. The practical implication is that $|v| \geq \bar{v} \Rightarrow \Xi_k^\theta(v_k) \equiv 0$. 

In the prediction step, the computation of the predicted value $\hat{X}$ of the state vector and its covariance are based on the last estimation $\hat{X}$. Since we are dealing with data that is regularly sampled with sampling period $\Delta t$, we use the discrete time version of the 2nd-order filter. The subscript $k$ indicates the iteration step; the predicted state vector at the $k+1$ sample is given by

$$\hat{X}_{k+1} = E_{X_k} \{ X_{k+1} \} = E_{X_k, P} \{ X_k + F(X_k) \Delta t \}$$

(5)
3 Experimental Data

The method of orientation estimation described in this paper has been implemented in the Khepera-II testbed within our experimental laboratory [25]. The testbed, shown in Figure 1 and Figure 6 has been constructed for the purpose of studying and validating swarm- and cooperative-robotics control methodologies in the presence of true sensor noise, and communication uncertainties and limitations.

Experimental data sets with the Khepera-II robots, SICK LMS-400 LADAR sensors, and the Cognex InSight 5400 vision system have been collected to provide real inputs to the algorithms. The data thus includes real-world corruption such as dropped or misread measurement packets, non-real values, noise due to environmental conditions, and sensor noise.

Data was gathered via the Cognex InSight 5400 vision system with a single robot present within the arena, moving under the Braitenberg obstacle avoidance algorithm built into the Khepera-II standard library. The implementation is a variant of Braitenberg’s Vehicle 3b, also called Like [26]. The resulting trajectories are non-deterministic and depend strongly on the initial orientation relative to the arena geometry, as well as on the variation among the on-board IR proximity sensors. Five data sets were collected with the robot moving in this manner. One of these sets was chosen arbitrarily to tune the parameter $\bar{v}$. The training trajectory is shown in Figure 2. The remaining trajectories are plotted in Figure 3.

These initial data sets were gathered using distinct identifier discs atop the robots (as visible in Figure 1) such that direct measurement of robot orientation would be possible and available for comparison. These sets were used to validate methods without the concerns of processing time for the vision system. These data sets contain only data from the Cognex vision system. Four additional data sets were taken with a stationary robot in different locations to quantify the sensor noise covariances (i.e., measurement noise $R$), including evaluation of whether the sensor error is a function of location within the arena. For the Cognex vision system, location does not significantly affect the noise covariance; the SICK LADAR sensor noise does vary significantly across the field of view. Results are given below for the data collected by the Cognex vision system.

4 Experimental Results

Simulations conducted with the above described data sets as inputs allowed the tuning of model parameters, as the estimated states could be directly compared to the measured states. The relationship between the noise intensity $\Xi_\theta^\eta$ and estimated velocity proposed in Eq.(16) has been optimized. The tuning parameter for this velocity-dependent noise profile was optimized under an arbitrarily chosen trajectory set from the single-robot data. For a fair and legitimate com-
Figure 3: Four of the five measured trajectories. The figures exclude invalid measurements, which are identified in the algorithm and are treated as `skipped’ measurements.

Comparison, the fixed-noise covariance magnitude was also optimized under the same trajectory. The varying-noise function is plotted in Figure 4, with the fixed-noise value also plotted for comparison. As seen in the plot, the optimized parameter is \( \bar{v} = 756 \text{ mm/s} \).

The relative performance of the varying-noise model compared to the constant-noise model was evaluated by comparing the mean squared error between the measured and estimated angle, i.e., \( \sqrt{\sum_k (\theta_k - \hat{\theta}_k)^2} \). The modulo function is critical to account for angle-wrapping; i.e., to account for the fact that \( \hat{\theta} = \hat{\theta} + 2\pi \). Table 1 gives the scores (RMS error, expressed in radians) for the constant-noise and variable-noise models for each of five trajectories. The greatest score improvement (error reduction) is for Set 3, which was used as the training set for optimizing \( \bar{v} \). Figure 5 illustrates the difference between measured and estimated orientation. The measured data is real and includes noise, evidenced by some non-smooth segments.

<table>
<thead>
<tr>
<th></th>
<th>constant</th>
<th>varying</th>
<th>% change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td>0.1382</td>
<td>0.1475</td>
<td>6.75</td>
</tr>
<tr>
<td>Set 2</td>
<td>0.2212</td>
<td>0.2030</td>
<td>-8.23</td>
</tr>
<tr>
<td>Set 3</td>
<td>0.2168</td>
<td>0.1881</td>
<td>-13.24</td>
</tr>
<tr>
<td>Set 4</td>
<td>0.1276</td>
<td>0.1389</td>
<td>8.85</td>
</tr>
<tr>
<td>Set 5</td>
<td>0.2155</td>
<td>0.2005</td>
<td>-7.00</td>
</tr>
</tbody>
</table>

Relative performance (RMS angular error, radians) of the varying-noise model compared to the constant-noise model.

5 Applicability

This methodology can be applied on similar, differential-driven robot systems utilizing position-only feedback. Use of this method has the potential to greatly reduce the sensing requirements in situations where orientation information is desired. For example, for beacon-, a-priori-known map-, or time-of-flight-based navigation systems could reduce the number of beacons, features, transmitters, etc., such that only position measurements are required.

In this paper, it is asserted that this estimation method is possible due to the physical constraints of a differential-drive vehicle. However, experiments have been performed only with a single trajectory control method, and thus this claim remains unproven. Continuing experiments and simulations seek to answer the question of whether this method is applicable under other trajectory control paradigms.

These experiments have focused solely on estimation via an external observer, alleviating high-throughput communication of control input by the robot to the observer. If this method is implemented on-board the robot, utilizing its own exteroceptive sensing ability to yield \( x-y \) measurements, the control inputs would be available to the estimation algorithm as well, thus significantly reducing the required magnitude of the process noise injected into the
model.

This extension of the method allows the potential of greater scalability with multiple vehicle systems as the sensing and processing requirements are drastically reduced. Furthermore, applications in holonomic estimation and control may be possible. For example, a quadrotor aerial vehicle with 6DOF could exploit a system such as this if the control input is known.

6 Conclusion

The method of varying the estimated process noise covariance of the orientation state as a function of velocity proved to work admirably. The errors observed under the varying-noise model were, for three of the five test trajectories, significantly lower than for the constant-noise model. Clearly though, two of the trajectories result in increased estimation error with the varying-noise model. These results are compelling, and suggest that such a varying-noise model, appropriately configured, may be able to reduce estimation error. We continue to study the differences in the trajectories in an attempt to identify cases where use of a noise-varying model will be most beneficial. We suspect that the dynamic ranges of the states are critical to the convergence of the estimator; a potential method of evaluating the dynamic ranges of the trajectories has been inspired by the numerical conditioning suggested by Antonelli [6].
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