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Abstract

I. Introduction

This paper empirically examines the dvnamics of both intraday price changes and volatilities
in the S&P 500 Index and S&P 500 futures markets. Causality tests on the correlation in price
changes and volatility across these two markets are also performed, and the tests are robust to
changing volatility. Results show that while futures prices lead spot prices for the first 15
minutes of trading, the evidence is weak for spot prices to have a significant impact on futures
prices. We also show thar there exists some feedback in the S&P 500 futures and Index
intraday volatilities relation.

The stochastic behavior of stock index futures price and the ability of index
futures to predict stock index levels always have been of practical and
academic interest. Recently, there is considerable evidence that stock market
movements show substantial time-varying volatility, and these movements
have been attributed to stock index futures and the role of program trading.
Studies have shown that stock market returns exhibit clustering of predictive
variances, so that large changes tend to be followed by large changes, small
by small, of either sign.! Engle, Ito, and Lin [1988] interpret such volatility
process as either the arrival of information or the time required by market
participants in processing new information. Market response is, therefore,
said to exhibit autoregressive conditional heteroscedastic (ARCH) behavior.
Since it has been alleged that futures trading destabilizes cash markets and.
hence, induces the volatility of cash prices, one would infer that futures
price volatility exhibits the same temporal dynamics as the cash price
volatility. Thus, any change in the conditional variance of the futures
market, which is caused by the arrival of new information or time taken for
prices to reflect the differing information of traders in the markets, would be
expected to have an impact on the volatility in the stock markets. If these
markets are effectively linked by arbitrageurs, then the variance of the rate
of return on the index futures contracts should be equal to the variance of
the rate of return on the underlying cash index.?

While a great deal of attention has been focused on modeling the dynamics
of conditional means, very little work has been done on modeling the
dynamics of conditional variances in the futures markets. In this paper, we
attempt to empirically examine the dynamics of both the intradaily price
changes and volatility in the S&P 500 Index and S&P 500 futures markets.
Our primary goal is to determine the predictive information in the relation
between stock index futures and the underlying stock index, in light of the
heteroscedastic intraday price volatilities in these markets. Evidence of the
nature and existence of this relationship should provide useful information to
both investors and practitioners, enabling them to take advantage of any
perceived arbitrage opportunities in the markets.

Most studies that focus on the relationship between price changes in the
stock index and stock index futures contracts assume that price volatilities

! For example, French, Schwert, and Stambaugh [1987], Ng [1990}, and Bollerslev [1987] have
modeled the stock market volatility to follow a GARCH process.

2 This assumes that the expected rate of return from a stock index futures contract is equal to
the expected rate of return from the corresponding index plus a constant rate of carrying cost.
3 See, for example, Zeckhauser and Niederhoffer [1983], Kawaller, Koch, and Koch [1987],
Herbst, McCormack, and West [1987], Ng [1987], Stoll and Whaley [1990], and Laatsch and
Schwarz [1989].
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are homoscedastic. Given evidence that the volatility in the stock markets is
time-varying and if volatility in the index futures market also changes with
time, then earlier inferences based on time-invariant volatility would be
misleading.* In this study, we perform causality tests on the correlation in
price changes and volatility across the stock markets and stock index futures
market, using minute-by-minute transaction data on nearby S&P 500 futures
contracts. The “causality” tests used in this context are interpreted as
Granger’s [1969] causality tests of incremental predictive ability of one time-
series variable for another, as opposed to the philosophical definition of
cause and effect.> The tests for causal relationship between the conditional
second moments in the futures market and the spot market presented in this
study stem from Granger, Robins, and Engle’s [1986] concept of causality in
the variance. The concept of causation can be viewed as an extension of the
well-know Granger’s [1969] causality in the mean. This Granger causality
framework allows us to examine both the contemporaneous and lagged
correlations between a pair of intraday series in price changes and in
volatility.

The remainder of the paper proceeds as follows. The next section describes
the data employed. In Section III, we model the dynamics of intraday price
changes in the S&P 500 Index and S&P 500 futures with the volatility
process assumed to follow a generalized ARCH formulation. Unlike
previous studies, the model simultaneously takes into account (1) the
temporal volatility clustering in index futures and spot prices, (2) the
nonsynchronous trading that causes the index to be more autocorrelated than
the underlying index value, and (3) the overnight/weekend relative price
changes. Section IV presents the univariate analysis of the cash index and
index futures intraday price volatilities. The cross-sectional behavior of the
intraday volatility in the futures and spot markets is also examined. Section
V introduces a new statistical methodology that tests the forecast
performance of index futures volatility for spot index volatility. The results
are given in Section VI, and the conclusions are contained in Section VILI.

The data used in this study were obtained from the Chicago Mercantile
Exchange (CME). The CME provided the S&P 500 Index and index futures
data for the period April 1982 (the first trading date of the futures contract)
to June 1987. The futures prices are actual transaction prices for all trades
during a day. The data include the contract identification, time stamp, and
price of every futures transaction, in which the price has changed from the
previously recorded transaction. The exchange offers contracts maturing in
March, June, September, and December. Futures trading opens at 8:30 a.m.
CST (9:00 a.m. CST before October 1, 1985) and closes at 3:15 p.m. CST.

The S&P 500 Index quotes are time-stamped approximately one minute
apart. Although the index is updated continuously using the most recent
transaction prices of the component stocks recorded, a general move in
prices of smaller, less active stocks may not be recorded in a given interval

4 Using daily data on S&P 500 futures contracts, Ng [1987] applies Hansen’s generalized
method of moments to adjust for heteroscedasticity.
5 See Zellner [1979] for a critique of philosophical definitions of causality.



of time. This infrequent trading tends to induce serial correlation in the
stock index, and thus causes the index to lag the true value of the underlying
500 stocks.® This nonsynchronous trading problem becomes more severe
when prices are analyzed over very short intervals.

In this study, we focus on nearby futures contracts for which trading volume
is high. We employ quotes that are approximately 15 minutes apart, and look
at the nearest quotes available after the quarter-hour mark. This results in 24
(26 after September 30, 1985) equal periods of 15 minutes each within a
trading day. Each index futures contract is followed from the expiration date
of the previous contract until its expiration. Unlike the index futures market,
markets for all S&P 500 stocks close at 3:00 p.m. CST. Although the index
futures market closes 15 minutes later, the quarter-hour price series is
constructed until 3:00 p.m. Consistent with previous studies, we only focus
on the futures contract beginning September 1983.7 Thus, there are 16
futures contracts used in this study.

Table 1 reports summary statistics for the first differences in the logarithm of
S&P 500 Index levels and in the logarithm of S&P 500 futures prices by
contract using the 15-minute interval. We ignore the changes of the
logarithm of prices during the turn-of-the-week and/or the turn-of-the-day
intervals. The first-order autocorrelation estimates for the changes in the
logarithm of futures price are close to zero, and the sign of these estimates

Table 1. Summary statistics for the first differences in the logarithm of S&P 500 futures
and S&P 500 Index prices using 15-minute interval transaction data.

S&P 500 Futures S&P 500 Index
Number of Standard  First-order Standard  First-order
Contract observations  deviation®* autocorrelation deviation® autocorrelation
Sep 1983 1512 0.163 0.022 0.128 0.408
Dec 1983 1512 0.125 —0.001 0.095 0.409
Mar 1984 1488 0.147 —0.005 0.119 0.313
Jun 1984 1440 0.150 —0.010 0.114 0.369
Sep 1984 1632 0.176 -0.011 0.149 0.289
Dec 1984 1536 0.155 —0.055 0.114 0.213
Mar 1985 1368 0.145 -0.078 0.112 0.156
Jun 1985 1632 0.115 —0.079 0.093 0.178
Sep 1985 1512 0.108 —0.020 0.083 0.249
Dec 1985 1654 0.128 —0.065 0.102 0.184
Mar 1986 1612 -0.172 —0.029 0.137 0.410
Jun 1986 1638 0.171 —0.005 0.142 0.103
Sep 1986 1638 0.202 -0.018 - 0.173 0.045
Dec 1986 1664 0.182 —-0.021 0.147 0.079
Mar 1989 1612 0.219 —0.136 0.168 0.038
Jun 1987 1612 0.219 0.048 0.214 0.086

aStandard deviation is multiplied by 100.

6 See, for example, Scholes and Williams [1977] and Fisher [1966], who have shown how the
nonsynchronous trading in individual stocks can induce serial correlation in the returns of
stock portfolios and stock indexes.

7 Previous studies such as Figlewski [1984] had reported that earlier contracts display erratic
behavior.
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tends to be negative.® On the other hand, the first-order autocorrelation
coefficients for the index series are positive and the magnitude of these
coefficients ranges from 0.038 to 0.409 across 16 contracts. This is evident
of the nonsynchronous trading problem that is persistent in the observed
stock index levels.

The unconditional standard deviations of the futures series are all higher
than those of the index series. The variability of these two series should be
equal if the two markets are well-linked by arbitrageurs, who trade in both
markets. The difference in these series might be attributed to the difference
in the rate of flow of information incorporated into the prices, or it might
perhaps imply that the futures market is more volatile than the stock
markets. This finding is further verified in the following section, in which
the behavior of the intraday (conditional) variability in these two markets is
examined.

Recent studies such as Bollerslev [1987], Bollerslev, Engle, and Wooldridge
[1988], Ng [1990], and French, Schwert, and Stambaugh [1987], have
shown that relative changes in stock index levels display leptokurtosis and
conditional heteroscedasticity. Other studies such as McCurdy and Morgan
[1987] have modeled the time-varying volatility of foreign currency futures
and spot price changes as conditional heteroscedasticity that is a function of
lagged forecast errors. Like these studies, we model the conditional
heteroscedasticity of relative price changes in the stock index and stock
index futures explicitly as a function of lagged squared predictive errors, as
in the generalized ARCH (GARCH) model.

Let £, and s, be the change of the logarithm of price in the S&P 500 futures
and Index, respectively, . and p, denote their constant conditional means,
&, and §, denote their forecast errors, and A, and h,, represent their
conditional variances. Following Engle [1982] and Bollerslev [1986], the
dynamics of first differences in the logarithm of futures prices and index
levels can be described as follows:

For the 15-minute-interval S&P 500 futures,

5= Kt &, etllt—l -~ N(09hf:)’ ¢))
hy = a; + bh,_, + cse,_ 2, and
the corresponding 15-minute-interval S&P 500 Index,

st = p".\' + §"9 gt“t—l -~ N(O9 hs})’ (2)
hsl = a.\- + b.rhsl—l + C:§1—129

8 MacKinlay and Ramaswamy [1988) suggest that the negative sign is induced by the observed
futures prices bouncing between the bid and asked prices.

° An alternative specification for the relative price change in the S&P 500 index is to allow the
residual variance to enter the conditional mean equation. Given that the return on a risk-free
asset is constant through time, such a specification would be consistent with Merton’s [1980]
formulation. Our preliminary empirical analysis of this, however, showed that the error
variance does not significantly affect the conditional mean of the equation.



A. Turn-of-the-
Day/Turn-of-
the-Week Effect

where /,_, is the information set available to the market at time #— 1, and
(a5, by, cp) and (ay, b,, c,) are the constant parameters in the conditional
variance equations. In this specification, the innovations, &, (£,), are defined
in terms of the conditional density with time-varying variances, hg. This
conditional variance is a linear function of past squared realizations and own
lagged variance, and is analogous to the standard autoregressive moving
average (ARMA) process in the conditional form. For finite variance and
stationarity, it is necessary to impose that as(a,) >0, b, (by) =0, c;(c,) =0,
and b, + ¢, (b, + c,) < 1. A detailed proof of these conditions is given in
Bollerslev [1986].

Empirically, it has been observed that the unconditional distribution of first
differences of the logarithm of stock prices generally have fatter tails, that
is, they exhibit leptokurtosis, and that error variances tend to cluster
together (see Mandelbrot [1963] and Fama [1965]). The GARCH model
formalizes this phenomenon observed in stock price changes reasonably
well, and it also permits the simultaneous estimation of the mean and
variance processes.

Since the study employs minute-by-minute transaction data, two issues need
to be addressed: (1) the turn-of-the-day/turn-of-the-week effect on the
change in the logarithm of S&P 500 futures/Index prices relative to the 15-
minute-interval change in logarithm prices, and (2) the nonsynchronous
trading problem in the stock index price series.

In this study, we use the 15-minute differencing interval to examine the
intraday behavior of volatility. However, both index futures and the
underlying index do not trade continuously around the clock. These markets
are closed during a holiday, overnight, and over the weekends. In
constructing a 15-minute-interval futures/spot series, the rate of return
calculated using the previous day’s closing and next day’s opening prices, or
the Friday’s closing and Monday’s opening, would have to be discarded. In
doing this, we would be throwing away information that is accumulated
between this interval, especially information that is released from the time
the spot markets are closed to the close of the futures market, i.e., 15
minutes later. Even though if spot index is constant between 3:00 and 3:15
p.m. CST, the futures price will respond to any new information released
during the brief 15-minute interval that will affect the following day’s spot
price. Our empirical results would then be biased toward futures prices
leading spot prices.

Series of the first differences in the logarithm of S&P 500 futures and Index
prices constructed contain both a 15-minute interval as well as the turn-of-
the-day/turn-of-the-week relative price changes. To mitigate the magnitude
of bias induced by nonsynchronous price quotes and by overnight/weekend
observations, dummy variables are used in this study to represent the types
of relative price change. Thus, equations (1) and (2) can be rewritten as
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fi= By t+ Bfor + &, 3)

5 = ps + BD,, + &, “
where Dy, (D,,) takes the value of one if the observation represents the turn-
of-the-day/turn-of-the-week relative price change and zero otherwise, with
their respective error-variance equations as

hy = as + by, | + ¢, + dDy,,
hst = a; + bshsr—l + ngl—lz + d:Ds.hl

where Dy, (D, ,,) takes the value of one if the observation represents the
turn-of-the-day/turn-of-the-week relative price change and zero otherwise.

In our preliminary analysis of the data, we found that the estimated turn-of-
the-day/turn-of-the-week volatility level was greater than those for the 15-
minute interval.'® Given that the current volatility depends on the previous
volatility level, any unusually high previous volatility will be incorporated
into the current volatility, causing the current volatility level to be high as
well. To isolate this overnight/weekend volatility effect, we adjust the
current level in the following manner.!!

hﬁ = af + bf(hﬁ—l - df) + Cfsl—lz
hy = a, + b, (h,_, — d) + ¢k, _ 2

With the above formulations, any spillover of the overnight/weekend high
volatility on the next day’s volatility level would be adjusted by subtracting
the component of the previous volatility that is due to overnight/weekend
effect.

Using transaction data on S&P 500 futures contracts, MacKinlay and
Ramaswamy [1988] have found that futures series using the 15-minute
interval is not correlated, but the index series is positively correlated at the
first lag, with first-order autocorrelations ranging from 0.04 to 0.41 across
all 16 futures contracts. Their findings are consistent with evidence of earlier
studies by Scholes and Williams [1977] and Fisher [1966]. Due to the
problem of infrequent trading, the empirical results may be biased toward
one price series leading or lagging the other. Following Bollerslev [1987],
and French, Schwert, and Stambaugh [1987], we explicitly take into account
the nonsynchronous trading problem by including a first-order moving
average error process in the stock index’s conditional mean return equation

@.

10 The cross-sectional average standard deviations (in percent) of the S&P 500 futures and
S&P 500 Index are 0.36 and 0.28, respectively.
!I' We are grateful to Paul Newbold for suggesting this to us.



IV. The
Stochastic
Behavior of
Futures and
Index Intraday
Volatilities

A. Intraday
Patterns in
Stock Index and
Index Futures
Volatilities

Thus, this paper focuses on the following two relations:
for the S&P 500 futures,
f;‘ = p‘f + BfDﬁ + &, 8;|It—] ~N(0’hﬁ)9 (5)

hﬁ = af + bfhft—l + Cfst_l2 + def.hl’
hy = a; + bjh,_, — d) + cpe,_ 2, and

for the S&P 500 Index,
S, = “’s + Bstt + §1 -y gt—l’ gtl’t—l - N(O’ hst)v (6)
hsr = a; + bshst—l + cs'gt—l2 + dst.hr

hst =a, + b: (hsl—l - ds) + C.\-gt—lz

A general log-likelihood function for equations (5) or (6) can be expressed
as

In L($) = constant — Y22 In h_, — 122 (e 2/h_,) @)

where ¢ contains the unknown parameters in the conditional mean and
variance equations. The log-likelihood function can be maximized
numerically to obtain consistent, asymptotically normal and efficient
estimates of ¢.12

In this section, we empirically examine the time-series behavior of S&P 500
Index and S&P 500 futures intraday price volatilities, by applying the
univariate models developed in the preceding section. The analysis is based
on minute-by-minute transaction data on nearby futures contracts, beginning
September 1983 through June 1987.

Tables 2a-d report the maximum likelihood estimates of the univariate
models given by (5) and (6),'* described in the preceding subsection. Few
interesting results emerge from these tables. The first-order moving average
term in the conditional mean equation for the stock index series is
significantly different from zero for all 16 contracts. The coefficients range
from 0.08 (in September 1986 futures contract) to 0.44 (in September 1983
futures contract), which are fairly close to the unconditional first-order
autocorrelation coefficients of the same contract calculated in Table 1. The
coefficients of the dummy variable in the variance equations are strongly
significant at the 5 percent level. This may be attributed to the arrival of
new information, which is impounded into the prices between the time the
stock markets are closed and the time the markets are open. The results also

12 This study uses the Davidon-Powell-Fletcher numerical algorithm for the performance of all
estimations of the models.

13 A few functional forms were estimated. Based on the likelihood ratio test and Akaike’s
information criterion test, the specifications given by relations (5) and (6), by far, provide the
best description of the data used.
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indicate the presence of the ARCH effects in the variance equations of both
index futures and spot index series for all contracts, which clearly suggests
that the error terms exhibit conditional heteroscedasticity.

We next examine the cross-sectional behavior of the resulting conditional
error variances within a trading day. Table 3 reports the cross-sectional
averages of the 15-minute-interval residual standard deviation for the S&P
500 Index and S&P 500 futures before October 1, 1985, and after September
30, 1985, reflecting the change in the trading time as mentioned in Section
II. The relation between the average 15-minute-interval standard deviation of
changes in the logarithm of futures price and the time of the day is piotted
in Figure 1. It is observed that the standard deviation is relatively high early
in the day and late in the day compared to the middle of the trading day.
This pattern is consistent across the two subsample periods. One striking
observation is that the variability hits its lowest point between 12:00 and
12:15 p.m. CST.

Table 3. Cross-sectional averages of percent conditional standard deviation for the S&P
500 Index and S&P 500 futures by intraday period (6/17/83-6/18/87)

S&P 500 Futures S&P 500 Index
6/17/83- 10/1/85- 6/17/83- 10/1/85-
9/30/85 6/18/87 9/30/85 6/18/87
15-minute interval average average average average
8:30-8:45 0.223 0.253
8:45-9:00 0.215 0.272
9:00-9:15 0.162 0.205 0.191 0.211
9:15-9:30 0.154 0.198 0.193 0.178
9:30-9:45 0.149 0.188 0.128 0.153
9:45-10:00 0.145 0.179 0.103 0.137
10:00-10:15 0.141 0.175 0.092 0.131
10:15-10:30 0.139 0.172 0.087 0.129
10:30-10:45 0.138 0.169 0.085 0.126
10:45-11:00 0.136 0.165 0.082 0.123
11:00-11:15 0.135 0.164 0.083 0.122
11:15-11:30 0.135 0.161 0.082 0.121
11:30-11:45 0.134 0.160 0.082 0.120
11:45-12:00 0.134 0.159 0.082 0.117
12:00-12:15 0.133 0.158 0.081 0.118
12:15-12:30 0.134 0.159 0.083 0.118
12:30-12:45 0.135 0.161 0.083 0.119
12:45-13:00 0.137 0.161 0.084 0.120
13:00-13:15 0.138 0.163 0.085 0.123
13:15-13:30 0.140 0.165 0.089 0.123
13:30-13:45 0.141 0.166 0.087 0.124
13:45-14:00 0.143 0.173 0.091 0.129
14:00-14:15 0.144 0.179 0.093 0.134
14:15-14:30 0.147 0.184 0.098 0.142
14:30-14:45 0.148 0.189 0.099 0.151

14:45-15:00 0.149 0.192 0.100 0.159




Figure 1. Cross-sectional relation between the average 15-minute-interval
standard deviation of changes in the logarithm of S&P 500 futures price and
the time of the day. (Sample period: June 12, 1983 - June 18, 1987)
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This pattern has also been noted in other studies. For example, Harris
[1986], and Wood, MclInish, and Ord [1985] observe the same pattern in
intraday stock return variances. Edwards [1988] examines the hourly
volatility of various index futures and spot prices, and also detects a similar
pattern. Jordan, Seale, Dinehart, and Kenyon [1988] study the intraday
variability of soybean futures prices and report that the intraday variability
of soybean futures prices exhibits a U-shaped pattern. These studies suggest
that the relatively high variance early in the day is attributed to information
(public and private) released since the previous day’s close of trading that is
incorporated into the prices. Jordan, Seale, Dinehart, and Kenyon, however,
suggest that the increase in variance late in the day is less attributable to the
flow of information. They argue that the increased trading toward the end of
the trading day is induced by trading activities by traders who do not wish to
hold open positions overnight. Such trading need not be based on
information, but only traders’ intentions to close out their positions.

Figure 2 plots the relation between the average 15-minute-interval cash index
standard deviation and the time of the day. Unlike those of futures series, the
magnitude of the standard deviation drops dramatically during the first 45
minutes of trading, and thereafter remains fairly stable. Like in the futures
market, the magnitude of the standard deviation is smallest between 12:00
and 12:15 p.m., except in the subsample period after September 30, 1985,
when standard deviation is smallest between 11:45 and 12:00 p.m. The
magnitude of the 15-minute-interval mean standard deviation is consistently
higher in the index futures series than that of the stock market series across
the two periods, except for the first 30 to 45 minutes of trading, where the
index volatility is greater than the futures price volatility.
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Figure 2. Cross-sectional relation between the average 15-minute-interval
standard deviation of changes in the logarithm of S&P 500 Index price and the
time of the day. (Sample period: June 12, 1983 - June 18, 1987)
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Note: All standard deviations are multiplied by 10,000.

To avoid making erroneous inferences because of inconsistent and inefficient
estimates of the parameters, we perform some diagnostic checks for serial
correlation on the conditional first and second moments of the resulting
residuals. Two diagnostic tests, namely (1) the Ljung-Box [1978]
portmanteau test on the first 12 lags of the standardized residuals, &,/ hy
(&,/\/h,), which is denoted by Q(12)," and (2) the Ljung-Box test on the
first 12 lags of the squared standardized residuals, &2lhy, (§2/h,,), which is
denoted by Q?(12), (see McLeod and Li [1983]), are conducted. These test
statistics are distributed asymptotically as an x*(12) distribution, under the
null hypothesis.

Table 4 reports the Ljung-Box test statistics for the standardized residuals
and squared standardized residuals, from the estimated GARCH models
given by (5) and (6). Notice that all test statistics are not significant at the 5
percent level, and thus indicate the absence of first and second order
dependence in the standardized residuals. This, henceforth, suggests that the
GARCH models seem to fit the data fairly well.

'4 Since we incorporate an MA(1) error term in the conditional mean equation of the cash price
series, the Ljung-Box portmanteau test on the first 12 lags of the standardized residuals is
distributed asymptotically as a chi-square distribution with 11 degrees of freedom under the
null hypothesis.



V. A Causality
Test in the
Variance

The well-known Granger’s [1969] definition of causality is that a time series
Y, “causes” another time series X, if current X can be better predicted using
past observations of Y than by not doing so, with other pertinent information
(including past observations of X) being used in either case. The concept of
causation used here is the “Granger causation” in the mean. To state this

more formally, ¥, is said to “cause” X, with respect to an information set J,
if

E (X, 1) # E[X,4,]J] ®
where /, and J, are two information sets, defined as follows:

I,={X,_,;n=0}, and
J={X_,.Y_,in=0}.

Several procedures for the empirical investigation of causal relationships
between two variables have been proposed, and a survey of some of these
are given in Pierce and Haugh [1977]. These are, however, focused entirely
on the dynamics of the mean with the conditional variance of the innovation
assumed to be constant, and tests are based on causality in the mean.
Unfortunately, there seems no reason to assume that the conditional variance
is time-invariant. If conditional variances are time-varying, then the
standard statistical approach used in estimating the conditional means will

Table 4. Diagnostic Tests

S&P 500 Futures S&P 500 Index
Contract 0(12) 0%(12) Q(11)* 0%(12)
Sep 1983 11.239 15.972 16.264 17.574
Dec 1983 2.936 5.405 5.585 3.346
Mar 1984 4.680 4.350 3.538 0.311
Jun 1984 5.543 0.443 6.792 0.525
Sep 1984 8.348 10.913 18.204 5.661
Dec 1984 9.961 13.585 10.599 10.349
Mar 1985 15.276 10.175 5.528 2.765
Jun 1985 16.317 5.458 8.949 6.087
Sep 1985 5.621 16.635 2.272 0.389
Dec 1985 10.131 0.586 1.954 0.013
Mar 1986 6.584 6.097 4.578 4.623
Jun 1986 5.385 4.434 8.324 4.023
Sep 1986 8.352 2.459 12.589 2.644
Dec 1986 5.182 1.884 15.363 6.166
Mar 1987 6.454 17.971 7.262 5.149
Jun 1987 8.402 4.570 5.851 5.838

Note: Q(12) and 0?(12) denote the Ljung-Box [1978] portmanteau tests for up to the 12th-
order serial correlation in the levels and the squares of standardized residuals, respectively.
Each test statistic is chi-square with 12 degrees of freedom under the null hypothesis, for
which the critical value is 21.026 at the 5 percent significance level.

2The number of degree of freedom is adjusted to reflect the MA(1) in the error term, and,
thus, the test statistic is distributed with 11 degrees of freedom under the null hypothesis, for
which the critical value is 19.675 at the 5 percent significance level.
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be subject to heteroscedasticity, and ignoring this can lead to misleading
conclusions about the form of the conditional means, in particular
conclusions about the causal relationship between the two variables. To form
better confidence intervals and yield more information about the relationship
between two time series of variables, a joint time-series modeling of first
and second moments seems necessary.

Granger, Robins, and Engle [1986] recently extend this concept of
predictability to include the causality in the second moment. By this
definition, Y, is said to cause X, , , in the variance if

E[(Xr+l - p"r+l)2|11]:/: E[(Xx+l — M )2|JI]’ (9)

where ., ., denotes the conditional mean of X, , ,. Feedback in the variance
occurs if ¥ causes X and, in addition, X causes Y. Then, Y causes X
instantaneously in variance if

E[(Xl+l - ""’t-i—l)zllt]'—’e E[(X;+] - "Lt+])2.|]]
+ Y.l (10)

To test for causal relationships in a pair of price series, Granger, Robins, and
Engle propose estimation of a model that takes the following form:

B](L)xr = Bz(L))f: + € (ll)
e, = a\/h,, a, ~ IN(0,1),

h,=a, + a,Zde,_2 + ,2d(x,_; — e,_;) + a;Zdy, ?

where e, represents the forecast error, and B,(L) and B,(L) are finite-order
polynomials in the lag operator L. Y does not cause X in the mean if B,(L)
= 0, and in the variance if a; = 0. The specification of the number of lags
in the mean and variance equations, however, seems ad hoc in that the filter
is specified a priori rather than from an empirical investigation of the data.!s

This study adopts an alternative statistical test for causality in the variance,
as proposed by Cheung and Ng [1989], in examining the lead-lag
relationship between S&P 500 futures and S&P 500 Index prices. The test
involves fitting a univariate model that incorporates time-varying conditional
variances to each time series, and computing the cross-correlations of the
resulting series of the squared standardized residuals, which represent the
unexplained portions of X, and Y,, respectively. Thus, by cross-correlating
the pair of volatility processes, the informational leads and lags in X, and Y,
can be detected. When one volatility series has incremental predictive
ability for the other, there is a causal relationship between the two processes.

Suppose X, and Y, satisfy the following GARCH specifications:

Pos = Zia,X,_;, 12)

15 See Pierce and Haugh [1977].



B, = ZbY, (13)

—j

hx.t = E(8,2 I Il—l) eo + zpep‘gl—p2 + quqh

Xt —q°

he, = EMm2|1_) =k, + Zk,m,_,2 + Z8.h

P yr—=q°

where g, = X, — p,,,m, = Y, — 1,,, and (p, q, i, and j) define the
(finite) order of the lag functions. The parameters a;, b;, 6, v,, k,, and 3,
are assumed to satisfy the stationarity conditions.!¢ Thus, the squares of the

standardized residuals, U, and W,, have the following distributions,

U, = ¢2h,,~iid (1,0,2),
W, = n2/h,, ~ iid (1, ,2).

The cross-covariance of U, and W, at lag k is therefore given by
Cow (K) = T71Z (U, — D(W,_, — 1),
and the estimator of the cross-correlation at lag k is
Pun(k) = €k ()12,
where ¢, and c,, are the sample variances of U, and W,, respectively.

Let © = {a;, b;, 8,, ,, ,,, and d, } represents the vector of true parameters
and © denotes the consistent estimator of @ with convergence rate \/T. U,
and W, are estimators of U, and W, based on ©. ¢, (k) and r . (k) are the
sample cross-covariance and cross-correlation at lag k. Along the same
argument of Haugh [1976], and McLeod and Li [1983], Cheung and Ng
[1989] show that under the null hypothesis Y and X are not causally related,
bOth \/T(r uu'(kl)9”" r uw(km)) and \/T(Zuw(kl)v-"’ Iuw(km)) converge to N (O’Im)
as T ---> «, where k,, ..., k,, are m different integers.

Given the asymptotic behavior of r,,, (k), a normal test statistic or a chi-
square test statistic can be developed to test the null hypothesis that there is
no causality in variance. To test for the causal relationship at a specific lag k,
we can compare \/Tr,,, (k) with the standard normal distribution.
Alternatively, the causal relationship can be tested using a chi-square test
statistic, which is defined as 17

S=TZr, ()2 i= —j,.k, (14)
which has a chi-square distribution with the degree of freedom equal to the
number of terms included under the summation sign. The choice of j and k

16 See Box and Jenkins [1970], Engle [1982], Bollerslev [1986], and Mihoj [1985].
17 When T is small relative to the lag length k, the chi-square statistic S can be modified to

Sy = TEATAT = | i D] 1w, i= —jork,

in order to obtain a more accurate small sample approximation to the chi-square distribution.
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depends on the specification of alternative hypotheses. With no a priori
information on the causal direction, we may set —j=k=m, and m should
be large enough to include the largest nonzero lag that may appear
significant.

Thus, the chi-square test statistic, S, =TZr, ()2 i=1,.k with k
degrees of freedom may be used to test the null hypothesis that ¥ does not
cause X in the variance. On the other hand, $=T2r, () i= —n,.—1,
with n degrees of freedom may be used to test the null hypothesis that X
does not cause Y in the variance. The null hypotheses that Y and X are
independent may then be tested by using the statistic S;=T

ST D%i= —n,..k, with (n+k+ 1) degrees of freedom:.

To facilitate comparison of our findings with those of other causality studies
on index futures contracts, we present two causality test results in this
section. Like most empirical studies, we investigate the causality in the
mean by testing whether changes in the S&P 500 futures (Index) price
provide predictive information about subsequent changes in the S&P 500
Index (futures) price. We also include tests for the lead-lag relationship
between the intraday futures price volatility and cash price volatility in order
to examine whether the volatility of prices helps illuminate the informational
role of futures markets.

Following the Pierce and Haugh [1977] test for Granger causality in the
mean, we fit univariate GARCH models to time series of changes in the
logarithm of S&P 500 Index and S&P 500 futures prices, as conducted in
Section III. In order to investigate the causal relationships, the cross-
correlation test statistic of the resulting series of standardized residuals at
each specific lag k is computed as follows:

S* = Trog(k) = T(Ze, &/ V(S ZEDP, (15)

Under the null hypothesis that the futures and cash prices are not causally
related, the cross-correlation test statistic in (15) possesses the same
asymptotic distribution as in equation (14). A detailed derivation of this is
presented in Haugh[1976]. Results on these hypothesis testings are reported
in Tables 5a-d. Due to the possibility of arbitrage activity between the two
markets, any informational lags for these markets would not be expected to
persist much longer than a day. We therefore report the test statistics up to
the 24th lag (26th lag after September 30, 1985), which is the number of
lags necessary to capture the one-day lead/lag causal relationship between
futures price and spot price. ’

Evidence indicates that while futures price consistently leads the index price
for at least 15 minutes, and extends to 30 minutes in 7 out of the 16 contracts
examined, the incremental predictive ability of spot price for current
changes in futures price seems weak. Although one or two of the cross-
correlation test statistics are significant at higher-order lags for each
contract, they are not stable across the contracts, and we also do not observe
any systematic pattern that allows us to make any reasonable inferences



Table 5a. Results of the cross-correlation test statistic of standardized residuals at each
specific lag k for September 1983-June 1984 contracts

S* = Trg,(k)?
§;* = Tr,g(k)?

T[ 2! er—k'gt/\/( Sl Exgxz )P
T zrer'gr—k/\/( 21512 ) 2:§x2 )2

Sep 1983 Dec 1983 Mar 1984 Jun 1984
Lag Sl* SZ* Sl* Sl* sl* SZ* sl* S2*
0= 0.587 0.587 0.635 0.635 0.583 0.583 0.663 0.663
1 252.505 1.604 193.386 0.021 122.577 0.273 133.216 0.211
2 8.333 1.915 13.732 0.039 16.963 0.052 12.744 1.548
3 0.206 1.237 5.237 3.658 0.418 0.319 0.000 0.586
4 0.070 0.046 0.001 0.636 4.265 2.380 0.232 0.093
5 0.419 2.747 0.196 0.042 0.137 0.743 0.072 0.278
6 0.002 0.350 0.025 0.273 0.000 0.111 0.386 0.019
7 1.200 1.753 0.058 0.086 0.093 0.000 0.490 0.283
8 0.450 0.535 2.620 0.027 0.829 0.328 1.598 2.250
9 0.023 0.012 0.168 0.397 0.405 0.320 0.747 1.790
10 0.011 2.206 0.339 0.312 2.076 0.211 0.040 0.003
11 0.059 0.880 0.199 0.286 0.238 0.009 0.342 0.553
12 0.212 1.608 0.571 0.233 0.216 0.068 0.082 0.898
13 0.429 1.718 0.840 0.009 3.048 1.775 0.278 0.176
14 1.463 6.286 0.335 0.001 0.520 0.064 2.644 2.697
15 0.028 0.593 0.377 4.257 0.084 0.002 0.003 1.881
16 0.093 0.012 3.151 2.704 1.938 0.250 0.137 0.235
17 5.535 0.003 1.304 1.573 0.280 1.129 0.200 0.231
18 0.001 2.549 0.630 0.016 0.149 0.003 0.610 0.104
19 3.469 0.960 0.121 0.018 0.279 0.027 0.045 1.202
20 0.004 2.510 0.076 0.770 0.719 5.286 0.697 0.020
21 1.433 1.998 0.091 0.534 0.534 1.563 1.916 1.232
22 2.128 1.959 0.227 1.816 0.183 0.030 0.982 1.271
23 0.776 0.104 0.624 0.044 0.635 0.250 1.914 0.409
24 0.001 0.368 0.258 0.044 0.185 0.140 0.010 5.596

Note: Each test statistic is chi-square with one degree of freedom under the null hypothesis,

for which the critical value is 3.84.
2The asymptotic standard error for the cross-correlation at lag zero, calculated as

S = r(0) = [Zugw /N (Zu2 Zwa)l, is UV/T.

about them. The empirical findings, however, indicate a strong

instantaneous causality between futures price and spot price, with the

correlation coefficients ranging from 0.58 to 0.71.

The results are consistent with recent causality studies such as Kawaller,

Koch, and Koch [1987], and Stoll and Whaley [1990]. Both studies use

intraday data to examine the causality in the mean; their tests, unfortunately,
are not robust to time-varying volatility. Furthermore, Kawaller, Koch, and
Koch do not account for nonsynchronous trading in the investigation of the
lead/lag relation between index spot and futures prices. Nonetheless, our
results suggest that new information is impounded into prices with greater
speed in the futures market than the stock markets, or that investors who
have prior information for the purpose of trading or price speculation are
more likely to transact in the futures market than the spot market since the
costs of transacting in the former are lower.
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Table 5b. Results of the cross-correlation test statistic of standardized residuals at each
specific lag k for September 1984-June 1985 contracts

S;* = Trg (kY
5% = Tr (kP

I

T[ Ei el—k.gl/v( 21512 : 21&12 )]2
T [ zls:'gr—k/\/( 21812 - 2:512 )]2

n

Sep 1984 Dec 1984 Mar 1985 Jun 1985
Lag S,* 8% S,* S,* S* S,* S,* S,*
0= 0.605 0.605 0.630 0.630 0.659 0.659 0.584 0.584
1 181.956 0.001 152.865 1.684 83.198 1.705 115.657 0.452
2 0.771 1.859 0.402 0.247 0.117 0.286 0.338 0.492
3 7.566 0.118 1.622 2.368 5.181 2.330 9.307 5.520
4 0.176 6.168 0.797 0.100 4.303 0.864 1.603 1.990
5 0.047 0.711 2.901 0.170 0.924 1.314 6.527 0.474
6 0.137 0.464 0.427 0.011 0.225 0.054 0.097 0.640
7 2.582 1.275 0.374 0.363 0.174 0.001 0.291 0.681
8 0.002 1.361 0.326 0.261 0.214 0.031 0.062 0.534
9 0.165 0.093 0.536 0.433 0.018 1.696 0.406 0.089
10 5.562 2.016 0.181 0.026 1.743 6.164 0.657 0.009
11 2.110 1.291 0.161 0.162 0.000 1.456 - 0.094 1.232
12 0.465 3.061 1.386 0.474 0.042 0.888 3.540 2.581
13 3.743 1.158 0.230 0.136 1.203 0.002 0.988 0.131
14 0.136 4.328 0.264 0.208 1.997 2.188 0.065 0.922
13 0.173 0.262 0.375 4.081 0.166 0.059 1.212 0.220
16 0.020 1.738 0.074 0.084 4.021 0.102 2.600 0.578
17 2.131 1.887 0.622 0.138 0.133 1.966 0.614 0.019
18 0.072 0.383 0.909 5.427 0.176 0.003 1.837 0.004
19 0.549 0.085 1.694 0.874 0.890 5.678 0.564 0.039
20 5.971 0.338 0.630 0.021 0.686 1.830 0.262 0.957
21 0.246 0.003 1.381 0.002 0.043 4.106 0.498 1.562
22 0.103 0.140 0.760 0.038 0.331 0.222 0.568 3.270
23 0.006 0.008 3.107 0.848 0.062 1.262 0.005 3.262
24 0.487 0.004 0.536 1.907 1.363 1.715 0.002 0.003

Note: Each test statistic

is chi-square with one degree of freedom under the null hypothesis,

tor which the critical value is 3.84.
“The asymptotic standard error for the cross-correlation at lag zero, calculated as
S =re(0) = [Zugew /N (Zu2 - Ew)], is UN/T.

B. Results from
Tests on the
Causality in the
Conditional
Variance
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In this subsection, we apply the test methodology, described in Section v,
in order to investigate the causal relationships between futures price
volatility and spot price volatility. To ensure that the existence of causality in
the conditional mean will not have any spillover effect on the causality in
volatility across the markets, we cross-correlate the squares of the resulting
standardized residuals from the filtered price series. The filtered series takes
the form of 18

fi=we+ BDy + 5, + 2,q955_; + &, j=1,5 16)
Be + BDy + f, + Ziguf,; + & — vE-,, j=15, (A7)

S

'8 This number of lags is selected because the lead/lag relationship between the S&P 500 Index
and S&P 500 futures price is usually not significant beyond five lags.



Table 5c. Results of the cross-correlation test statistic of standardized residuals at each
specific lag k for September 1985-June 1986 contracts

S* = Trg (k)
S2* = Tr (k)

T [ El el—k‘gl/\/( Efel2 : zrgrz )]2
T [ Zlel'gl—kjv( 21812 : 21&12 )]2

Sep 1985 Dec 1985 Mar 1986 Jun 1986
Lag S,* S,* S,* S,* S* S,* S,* S,*
0= 0.616 0.616 0.615 0.615 0.630 0.630 0.641 0.641
1 117.520 1.127 70.339 2.038 106.262 0.087 132.312 0.427
2 11.742 0.653 4.581 0.953 0.800 0.808 2.757 0.086
3 2.178 0.025 6.219 0.081 5.374 0.383 0.142 0.094
4 2.266 0.863 0.208 0.547 0.400 0.031 1.719 1.959
5 1.930 1.174 0.062 0.144 5.384 0.189 7.200 1.617
6 9.389 1.721 1.227 0.148 0.001 0.028 2.876 1.873
7 0.310 0.112 0.175 0.741 3.040 0.001 2.919 0.500
8 2.888 0.159 1.406 0.028 5.272 0.001 0.000 0.008
9 0.115 0.751 0.016 0.031 0.828 0.882 0.372 0.029
10 0.121 0.016 0.352 0.116 0.313 0.286 0.644 0.061
11 0.620 0.031 0.568 0.743 0.288 0.008 0.040 0.401
12 0.308 4.024 0.029 0.196 0.239 0.466 2.296 0.007
13 6.461 0.037 0.811 0.916 0.160 0.207 1.867 0.253
14 0.259 0.415 0.060 0.682 0.679 0.047 0.048 0.011
15 0.181 0.193 3.058 5.416 0.959 0.150 0.547 0.003
16 0.384 0.772 1.945 0.036 0.388 0.437 0.140 0.989
17 1.865 0.139 0.019 0.051 1.144 1.760 1.661 4.945
18 0.422 1.992 0.681 0.390 0.348 0.017 0.002 1.051
19 0.067 2.853 0.780 0.240 0.081 0.057 0.618 1.229
20 1.041 0.297 0.189 5.054 2.999 0.264 2.247 0.241
21 1.942 0.029 0.036 0.046 0.265 1.388 1.421 1.988
22 0.067 0.000 0.004 5.313 3.292 4.455 0.586 2.339
23 0.494 4.105 2.490 0.066 1.949 . 0.186 0.163 0.293
24 0.062 0.678 0.843 0.114 0.421 0.127 0.569 1.086
25 0.228 0.131 0.949 0.162 0.250 0.359
26 2.596 1.483 1.412 1.150

Note: Each test statistic is chi-square with one degree of freedom under the null hypothesis,

for which the critical value is 3.84.
2The asymptotic standard error for the cross-correlation at lag zero, calculated as

S =rg(0) = [ Zugew /N (Zu2 - Zw?)l, is UVT.

bSince the change in trading hours occurred on October 1, 1985, we report the average number of lags in a day
for this particular contract.

with their respective variance equations as specified in Section I'V. Equations
(16) and (17) differ from (5) and (6) in that the contemporaneous and lagged
coefficients of the changes in the logarithm of cash (index futures) price
now enter the conditional mean equation for the futures price (cash index).

The contemporaneous coefficient accounts for the strong instantaneous

causality between the two series. Diagnostic checks on the cross-correlations
of standardized residuals from (16) and (17) are reported in Table 6. Notice
that the magnitude of the contemporaneous cross-correlation coefficients
(i.e., 0.002-0.096) has reduced dramatically, when compared to those given
in Tables 5a-d. The results also provide no evidence against the null
hypothesis that futures and spot prices are independent. We then proceed to
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Table 5d.  Results of the cross-correlation test statistic of standardized residuals at each
specific lag k for September 1986-June 1987 contracts.

$* = Tk = TLZ, 6,0 8/V(S62 - T2 )F
S = Tk = T[Zi6,8,_ V(S0 - SE2)P
Sep 1986 Dec 1986 Mar 1987 Jun 1987

Lag S,* S,* S,* S,* S.* S,* S;* §,*
02 0.655 0.655 0.638 0.638 0.658 0.658 0.709 0.709
1 114.627 0.505 158.983 0.099 106.357 0.001 117.515 0.189
2 0.814 0.984 11.066 3.694 0.006 0.081 1.344 4.547
3 9.662 0.015 3.034 1.220 7.926 3.077 0.707 0.048
4 1.552 0.179 1.453 0.347 0.412 0.000 2.840 2.975
5 1.901 5.211 0.022 0.395 0.726 1.745 0.736 1.113
6 2.701 0.175 0.319 0.006 0.141 0.022 0.323 0.538
7 4.246 0.113 0.093 0.857 1.250 0.002 0.001 0.075
8 0.181 0.033 0.162 0.644 0.731 0.102 0.016 0.006
9 7.726 4.569 0.026 0.096 0.166 0.135 2.547 0.425
10 1.253 0.053 2.326 0.801 0.629 0.282 1.752 0.116
11 0.113 0.124 2.442 1.192 3.047 3.543 0.529 1.119
12 1.160 1.075 3.235 0.184 0.032 0.422 0.080 4.158
13 0.887 1.054 2.607 0.476 1.258 0.002 0.494 0.286
14 0.008 0.462 0.331 4.058 0.189 0.720 0.010 0.796
15 2.395 0.685 0.019 3.893 0.720 0.450 0.038 1.084
16 4.160 0.645 2.362 4.232 0.902 2.658 0.268 0.663
17 0.070 1.280 0.438 0.271 0.003 0.164 0.691 0.818
18 0.642 0.134 0.294 0.550 1.705 0.000 2.549 0.303
19 1.168 0.818 0.166 0.958 0.010 0.030 0.408 2.019
20 2.097 2.127 1.090 0.393 3.413 1.670 0.023 9.364
21 3.609 0.246 0.706 3.307 3.132 0.808 6.072 3.197
22 0.027 0.380 0.425 0.001 0.064 1.006 0.088 1.989
23 2.344 0.998 1.510 0.078 0.431 4.895 0.075 0.110
24 0.372 1.046 0.191 0.133 0.357 0.157 2.456 1.642
25 0.010 0.010 1.904 2.660 0.083 0.109 0.490 0.029
26 1.115 1.595 0.046 2.978 1.048 0.128 0.017 0.077

Note: Each test statistic is chi-square with one degree of freedom under the null hypothesis,
for which the critical value is 3.84.

“The asymptotic standard error for the cross-correlation at lag zero, calculated as

3 =140 = [Zuow/\(Zu2- Zw)l, is UV/T.

examine whether there exists a lead/lag relationship between each pair of the
series in the squared standardized innovations.

Tables 7a-d report the cross-correlation test statistics of the squares of
standardized residuals up to the tenth lag since the coefficients of higher-
order lags are not sigificant at the 5 percent level. Each cross-correlation test
statistic at a specific lag is therefore computed as follows:

S =Tr,ky? =T[Zuw,_y/VEu2 - SwdP,

where u, = e7?/h; and w, = £2/h,,. As shown in the tables, the null
hypothesis of no feedback at the first 15-minute interval between futures
price volatility and spot price volatility is rejected because futures price
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Contemporaneous cross-

Table 6. Diagnostic checks for the lead-lag relationship in the conditional means
between the first differences in the logarithm of the S&P 500 futures and Index prices

H,: Spot prices do not H,: Futures prices do not

Contract correlation coefficient® cause futures prices® cause spot prices®
Sep 1983 0.026 (1.004) 23.692 18.729
Dec 1983 0.069 (2.662)* 10.358 9.420
Mar 1984 0.007 (0.277) 11.355 3.897
Jun 1984 0.096 (3.745)* 19.784 27.857
Sep 1984 0.034 (1.385) 15.860 29.44
Dec 1984 0.053 (2.051)* 25.087 27.761
Mar 1985 0.011 (0.405) 12.172 33.214
Jun 1985 0.077 (3.127)* 18.721 33.796
Sep 1985 0.027 (1.050) 16.948 22.861
Dec 1985 0.002 (0.085) 25.390 31.79
Mar 1986 0.030 (1.201) 23.852 13.097
Jun 1986 0.029 (1.194) 16.815 20.208
Sep 1986 0.057 (2.315)* 13.884 ’ 30.522
Dec 1986 0.070 (2.847)* 15.907 33.669
Mar 1987 0.029 (1.170) 32.395 27.443
Jun 1987 0.018 (0.727) 29.494 21.869
Note:

2T-statistics are in parentheses.

b All tests are performed at the 5 percent significance level. Each test statistic is chi-square with 23 degrees of freedom
under the null hypothesis, for which the critical value is 35.172.

* Significant at the 5 percent level.

VII.
Conclusions

volatility does cause spot price volatility,!® and vice versa. This is observed
in 6 out of the 16 futures contracts examined; in 8 of the futures contracts,
the results reveal that futures price volatility leads spot price volatility
during the first 15 minutes of trading. However, there is no persistent lead-
lag patterns detected in the June 1984 contract. Thus, the causal analysis
indicates that futures price volatility and cash price volatility seem to move
in unison, which is consistent with the market’s informational efficiency.
Given evidence in Section III that futures price volatility is greater than spot
price volatility, this implies that it is more difficult to distinguish whether
the volatility in the futures market is due to the volatility of information or
the volatility induced by noise. Henceforth, it suggests that even though the
index futures price tends to lead the cash price during the first 15 minutes of
trading, market participants are unlikely to establish profitable trading rules
by exploiting this information.

This paper empirically examines the dynamics of the intraday price changes
in the logarithm of S&P 500 Index and S&P 500 futures prices, with the
conditional variance assumed to follow a generalized ARCH process. The
results indicate that the intraday price volatility in the S&P 500 futures and
spot markets are time-varying, and that the futures market is more volatile
than the stock markets. The magnitude of the variability is relatively high

19 As noted by Pierce and Haugh [1979], the contemporaneous cross-correlation coefficients
cannot be used as a condition for instantaneous causality if there is feedback between the pair
of time-series variables.
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early in the day and late in the day compared to the middle of the trading
day. These results have implications for the mispricing in these futures and
the choice of a model to price these futures.

We also test the informational role of futures market by investigating the
cross-correlation in price changes and volatility across the futures market
and stock markets. Unlike previous causality studies, our analysis takes into
account the bias caused by nonsynchronous prices in the observed cash
index, and also, our tests are robust to changing volatility. The results show
that although futures prices consistently lead spot prices for at least 15
minutes, and extend to 30 minutes in some contracts, the evidence is weak
for spot prices to have some predictive ability to anticipate movements in the
futures price. While there is evidence of the direction of causality running
from futures price volatility to cash price volatility during the first 15
minutes of trading, there also exists feedback between the two series in
some contracts. Given these results and the evidence that the index futures
market is more volatile than the spot market, it is not clear that traders could
earn arbitrage profits by exploiting the information on the cross-correlations

_in the levels and squares of standardized residuals.



Table 7a. Results of the cross-correlation test statistic of the squares of standardized
residuals at each specific lag k for September 1983-June 1984 contracts

sl = Trwu(k)2 T [ E,w,-u,_‘/\/( Erurz ) E,W'z)]z

S = Tr(k? = T[S, W,V (Zu? - Swd)F
Sep 1983 Dec 1983 Mar 1984 Jun 1984
Lag S, S, S, S, S, S, S, S,
0 0.141 0.141 0.069 0.069 0.052 0.052 0.484 0.484
1 14.490 0.036 17.533 0.701 7.392 0.241 0.088 1.503
2 4,990 0.500 0.012 0.050 0.267 1.397 0.190 0.477
3 3.858 0.429 0.478 0.478 1.418 0.470 0.213 0.181
4 1.211 2.783 4.536 0.011 0.001 0.124 0.145 0.145
5 1.226 2.317 0.388 0.145 0.340 0.011 0.552 0.001
6 2.950 1.552 - 0.409 3.684 0.000 0.055 0.053 0.027
7 2.169 0.181 0.901 0.781 1.366 0.826 0.172 0.050
8 1.456 0.145 0.000 0.681 0.143 0.194 0.807 0.061
9 1.512 0.160 7.655 0.034 0.269 0.182 0.044 0.008
10 0.903 0.022 0.173 0.742 2.347 0.889 0.215 0.121

Note: Each test statistic is chi-square with one degree of freedom under the null hypothesis,
for which the critical value is 3.84.

2The asymptotic standard error for the cross-correlation at lag zero, calculated as

S =1, (0) = [Zu-w/N(Zu? ZwH], is UV/T.

Table 7b. Results of the cross-correlation test statistic of the squares of standardized
residuals at each specific lag k for September 1984-June 1985 contracts

i = Tk = TIZw u o V(Zu? - w2
S2 = Truw (k)2 = T[ 2,“,'W,_k/\/( Er“tz . 2'”’12)]2

Sep 1984 Dec 1984 Mar 1985 Jun 1985
Lag S, S, S, S, S, S, S, S,
0= 0.280 0.280 0.184 0.184 0.218 0.218 0.311 0.311
1 11.300 2.759 23.000 4.616 23.190 6.986 7.816 0.228
2 0.037 0.096 3.520 0.051 1.129 0.020 0.257 0.229
3 0.463 1.372 2.485 1.554 0.059 11.970 0.046 3.169
4 1.964 0.267 7.200 2.152 2.309 3.083 1.239 1.362
5 9.335 0.021 0.011 0.886 5.307 0.088 0.951 1.160
6 2.939 0.176 0.005 0.005 1.330 0.148 1.060 1.423
7 0.005 0.227 0.627 0.109 0.469 0.035 0.023 1.217
8 0.001 0.004 0.201 1.184 1.609 0.110 0.136 0.419
9 0.638 0.050 0.923 0.024 0.001 0.342 0.057 0.086
10 0.015 0.077 0.008 2.810 3.910 0.156 0.533 0.058

Note: Each test statistic is chi-square with one degree of freedom under the null hypothesis,
for which the critical value is 3.84.

aThe asymptotic standard error for the cross-correlation at lag zero, calculated as

S =r,0) =[Zuw/N(Zu2-Zw?l,is /\/T.
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Table 7c. Results of the cross-correlation test statistic of the squares of standardized
residuals at each specific lag k for September 1985-June 1986 contracts

S, = Tr, (k2
S, = Tr, (k)

TIZw u_/V(Zu? - ZwH))P
T{Zuw,_/NV(Zu?- - ZwH)?

Sep 1985 Dec 1985 Mar 1986 Jun 1986
Lag S, S, S, S, S, S, S, S,
0 0.110 0.110 0.154 0.154 0.178 0.178 0.084 0.084
1 34.812 11.221 22.445 0.078 11.732 0.155 5.483 39.318
2 1.509 0.200 0.218 0.218 0.037 2.381 0.097 1.852
3 5.086 0.132 2.089 0.208 1.199 2.169 0.245 0.639
4 0.364 0.213 17.596 4.168 0.022 1.867 0.671 0.355
5 2.758 0.269 0.295 3.960 0.064 4.380 0.583 9.335
6 0.409 0.290 1.350 0.448 0.496 0.210 0.610 2.223
7 0.039 0.518 6.412 0.230 0.623 0.170 0.120 0.001
8 1.380 5.520 0.000 0.018 0.055 1.969 0.041 0.163
9 0.015 0.009 0.595 0.026 0.017 0.465 - 1.312 0.027
10 0.794 1.556 1.249 1.249 1.016 0.571 1.306 6.451

Note: Each test statistic is chi-square with one degree of freedom under the null hypothesis,
ior which the critical value is 3.84.

'The asymptotic standard error for the cross-correlation at lag zero, calculated as

re0) = [ Zu,w/\N/(Zu2 - w2, is 1/V/T.

S =

Table 7d. Results of the cross-correlation test statistic of the squares of standardized
residuals at each specific lag k for September 1986-June 1987 contracts

S, = T (k) = T Zw, u,_J/\V(Zu2- Zw2))?
Sy = Trp (k¥ = T[Zu-w,_/\(Zu?2- SwAP
Sep 1986 Dec 1986 Mar 1987 Jun 1987
lag S, S, S, S, S, S, S, S,
[l 0.099 0.099 0.241 0.241 0.142 0.142 0.155 0.155
1 43.925 2.396 17.978 13.542 4.354 0.056 60.766 33.494
2 0.006 0.038 8.640 0.960 0.214 1.720 13.148 6.287
3 0.013 12.532 0.072 0.094 1.848 153.415 2.282 2.761
4 0.355 0.937 0.317 0.001 0.012 1.485 9.624 0.307
s 0.224 0.529 0.774 0.034 0.064 0.333 6.020 5.168
6 0.247 0.213 0.012 5.080 0.124 0.000 0.904 0.210
7 1.007 0.346 7.589 2.044 1.443 1.527 0.029 0.199
8 0.192 1.814 0.779 0.195 0.055 0.362 0.135 2.063
9 0.387 1.029 0.314 0.480 0.038 4.591 2.041 6.249
10 0.327 0.848 1.479 0.332 0.168 0.778 0.016 0.168

Note: Each test statistic is chi-square with one degree of freedom under the null hypothesis,
for which the critical value is 3.84. :

*The asymptotic standard error for the cross-correlation at lag zero, calculated as

$ = 1,0) = [Zuw/N(Zu2-Tw2)], is U\/T.
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