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1 Introduction 

 
One of the many challenges to be faced in explaining language learning is the interdependence of 

the phonological mapping and the phonological underlying forms for morphemes (Albright and Hayes 
2002; Hale and Reiss 1997; Tesar and Smolensky 2000; Tesar et al. 2003). The learner must attempt to 
infer both simultaneously, based on the surface forms of a language. 

The present paper presents evidence in support of the idea that observations about surface contrast 
can inform the learner about the content of underlying forms. More specifically, contrasting outputs for 
morphemes in a given environment can provide information about underlying forms. We present one 
way of capitalizing on such information in a learning algorithm, and show how contrast information 
can combine with phonotactic information to aid learning. 

 
2 The Learning Situation 
2.1 Phonotactic Learning 

 
Phonotactic learning is a proposed early stage of learning in which learner treats words as isolated 

forms, without any attempt to relate different occurrences of morphemes to each other (Hayes 2004; 
Prince and Tesar 2004). The goal of the phonotactic learner is to find the most restrictive constraint 
ranking that accommodates all of the attested forms. One way to attempt this (independently proposed 
by Hayes (2004) and Prince and Tesar (2004)) is for the learner to assume an underlying form for each 
word that is identical to the surface form of the word, and search for a ranking that maps each attested 
word to itself, while mapping as few unattested words as possible to themselves. One algorithm that 
has been proposed for phonotactic learning is the Biased Constraint Demotion (BCD) algorithm 
(Prince and Tesar 2004). 

Phonotactic learning can determine significant properties of the constraint ranking. However, it 
cannot always determine the complete ranking. Some aspects of phonological mappings are not 
apparent in the phonotactics alone, and in fact it is possible for several distinct phonological mappings 
to have identical phonotactic distributions. The inadequacy of phonotactic information alone can be 
illustrated with lexical stress. Suppose we have a language containing both initially stressed words, 
like páka, and finally stressed words, like paká. A phonotactic learner will infer from this a mapping 
which maps /páka/  páka and / paká/  paká. But what about the input /paka/?1 A stress must be 
assigned but the phonotactics don’t indicate the default stress position. The phonotactics aren’t 
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completely uninformative; they indicate that stress is not completely predictable and faithfulness to 
underlying accent must be active. But information about default stress assignment must come from 
elsewhere. 

 
2.2 Information from alternations 

 
Morphemes that alternate can provide information not accessible via phonotactic learning. A 

learner can gain information by observing the surface realizations of a morpheme in different contexts. 
As stated this is a bit problematic because it requires that the learner has morphologically analyzed 
words and connected occurrences of the same morpheme in different words, prior to learning from 
alternations. In reality morpheme discovery and alternation learning are interrelated and almost 
certainly happen together. In order to make progress towards understanding how this takes place, we 
will be assuming for the purposes of this paper that the learner has complete and correct knowledge of 
the morphological constituency of the words. The goal is to obtain a better understanding of how 
knowledge of morphological constituency and knowledge of phonological alternations can be related 
in learning, which will move us closer to an understanding of how they can be learned simultaneously. 
To summarize, our working assumption is that the learner performs phonotactic learning, then 
“determines” morphological constituency (we will not provide a procedure for this), and then learns 
from alternations. 

A learner can analyze the different surface realizations of a morpheme, observing which features 
alternate and which do not. This information alone can be used to determine some aspects of 
phonological underlying forms for morphemes (Tesar et al. 2003). Features which do not alternate on 
the surface can be set underlyingly to match their surface value. This is not to claim that these features 
must necessarily be set to match their surface value, but it is safe to do so. On the other hand, features 
which do alternate cannot be set on the basis of these observations alone. The first part of the learning 
from alternations in our learner is called Initial Lexicon Construction, and it constructs an initial 
underlying form for each morpheme in which non-alternating features are set to match their surface 
values and alternating features are marked as initially unset. We are not assuming any kind of 
contrastive underspecification theory here; initially unset features are expected to be set later on during 
learning. 

This can be illustrated with the linguistic system used in the simulations described below. Each 
word consists of a root and suffix. Both roots and suffixes are monosyllabic. Each syllable has two 
underlying features: vowel length (+ for long vowel, – for short vowel) and main stress (+ for stressed, 
– for unstressed). Some example words (from different languages in the system) are páka, pá:ka, and 
pa:ká. Table 1 shows the morphologically analyzed surface forms for one language within the system. 
The language has four roots (r1-r4) and three suffixes (s1-s3). 

 

Table 1 Data for the initial lexicon 

r1 r2 r3 r4  
páka pá:ka páka pá:ka s1 
paká paká páka pá:ka s2 
paká: paká: páka pá:ka s3 

 
Initial lexicon construction, when applied to this set of data, will construct the lexicon in (1). Each 

underlying form is represented with two binary features: [+/–stress, +/–long]. The symbol ‘?’ denotes a 
feature that is unset. 

 
(1)  r1[?,–] r2[?,?] r3[+,–] r4[+,+]  s1[–,–] s2[?,–] s3[?,?] 

 



2.3 Joint Ranking/Lexicon Learning 
 
Phonotactic learning can determine part of the ranking, but not the part requiring alternation 

information. Initial lexicon construction can determine part of the lexicon, but it cannot set the features 
that alternate. The rest of the ranking and lexicon must be learned via other information. 

One approach to combining ranking and lexical information is to propose different lexical 
hypotheses (assignments of values to the features of the underlying forms), and test the hypotheses for 
consistency (Kager 1999). A set of data (including the underlying forms) is inconsistent if there does 
not exist any ranking of the constraints which will map the hypothesized underlying forms to their 
surface forms. The surgery learning algorithm (Tesar et al. 2003) uses Biased Constraint Demotion to 
test lexical hypotheses with inconsistency detection (Tesar 2004a). BCD efficiently determines if a 
ranking exists for a given lexical hypothesis, without having to evaluate lots of rankings. 

The surgery approach overcomes the complexity of the number of possible rankings, but it still 
has to select and evaluate lexical hypotheses. Initial lexicon selection can set non-alternating features, 
but the resulting space of lexical hypotheses still consists of all possible combinations of values for the 
unset underlying features. The size of that space grows exponentially in the number of alternating 
features. Anything that could (accurately) set the values of some of the alternating features in advance 
would reduce further the size of the lexical search space, thus helping by reducing the space of lexical 
hypotheses to be tested for consistency. The rest of this paper will describe how contrast information 
can be used to set underlying values for some alternating features. 

 
3 Faithful Contrastive Features 

 
A contrast pair is a pair of words formed from two morphemes in the same morphological 

environment. A simple English example is bdz ~ bts, which are formed by the roots for the words 
“bed” and “bet”, each combined with the plural suffix. The morphemes being contrasted in this 
example are the two roots. The surface forms for the words are non-identical, so something must be 
different about the inputs for the words. Because the morphological environment (the suffix) is the 
same for both words, the portion of the input corresponding to the suffix is the same for both words. 
Therefore, the difference in the inputs for the two words must lie in a difference between the 
underlying forms for the two roots. In general, for any contrast pair, the differences between the 
surface forms of the words are consequences of differences between the underlying forms of the 
differing pair of morphemes in the pair. 

One can determine that a contrast exists simply by observing the non-identity of the two surface 
forms of a contrast pair. But characterizing the nature of the contrast requires several correspondence 
relations. A surface-surface correspondence must be established between the two surface forms in 
order to characterize how the two forms differ.2 Also, an input-output correspondence must exist 
relating each surface form to its respective input, which contains the underlying forms for the 
morphemes. 

All three correspondence relations will prove necessary to reason about contrast between the 
underlying forms of different morphemes: an element of the underlying form for one of the contrasting 
morphemes relates via input-output correspondence to a surface element, then via surface-surface 
correspondence to a surface element of the other word of the pair, and finally via input-output 
correspondence to an element of the underlying form of the other contrasting morpheme. 

Given such correspondence relations, we can identify conditions under which a distinction 
between the surface forms of a contrast pair directly indicates something about the underlying forms. 
A feature in a contrast pair is a faithful contrastive feature (FCF) if the contrasting morphemes of the 
pair have different values for that feature on the surface, and each surface realization of the feature is 
faithful to the underlying value of the feature for its respective morpheme. Note that we are not (yet) 
concerned with learning here; the concept of FCF is defined entirely independently of learning issues. 
This is illustrated in (2). The contrast pair consists of two words, the first combining root1 with 
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suffix1, and the second combining root2 and suffix1. The two roots are the contrasting morphemes. 
The subscripts on the syllables indicate the input-output correspondence relations. The surface-surface 
correspondence (which is not indicated in (2)) relates the first syllables of the words (which relates r1 
and r2 to each other), and the second syllables of the words (relating the occurrences of the 
environment morpheme s1 to each other). 

 
(2) r1+s1: /pa1 + ka2/  pá1ka2  r2+s1: /pa:1 + ka2/  pá:1ka2  

 
In this contrast pair, the length feature on the syllable of r1 and r2 is an FCF. The surface 

realization of r1 is short, while the surface realization of r2 is long, so the two contrast on that feature. 
Further, r1 is underlyingly short, and r2 is underlyingly long, so the surface realization of the feature in 
each morpheme is faithful to its respective underlying value. 

Faithful contrastive features are appealing because the surface values directly reflect the 
corresponding underlying values. If a learner could identify FCFs in contrast pairs, then they could use 
them to set underlying values for the features. But that raises the question of how to identify FCFs. Is 
there even a guarantee that FCFs will exist? 

It has been proven that, for systems meeting certain conditions, contrast pairs are guaranteed to 
have FCFs (Tesar 2004b). We state here some conditions that are jointly sufficient to guarantee the 
existence of FCFs. These conditions are too restrictive for phonologies in general, but represent the 
current extent of our understanding. First, correspondences, both input-output and surface-surface, are 
strictly one-to-one and onto (no insertion or deletion). Second, faithfulness constraints only preserve 
feature identity under correspondence (all faithfulness constraints are IDENT constraints (McCarthy and 
Prince 1995)). Third, features are binary.  

Any Optimality Theory system meeting those conditions has the Faithful Contrastive Feature 
Property. For two morphemes in a given morphological environment, if an appropriate surface-surface 
correspondence can be established between the morphemes and those morphemes surface differently 
in that environment, then at least one of the differing features of the two morphemes is a faithful 
contrastive feature. This guarantees that FCFs exist. Next we will show that it is possible to identify 
and exploit some FCFs.  

 
4 Contrast Analysis 

 
One way to know that a given feature is an FCF is if it is the only feature in the contrast pair that 

is possibly an FCF. If a given feature is the only possible FCF, and we are guaranteed that there must 
be at least one, then it must be an FCF. This can be done with respect to surface data by observing 
what features differ between the surface realizations of the contrasting morphemes in the contrast pair. 
Recall the pair of forms in (2), which came from the data in Table 1, and consider the surface forms 
alone, as the learner would. The surface forms are shown in (3), along with the underlying forms for 
the morphemes as set in the initial lexicon, (1). 

 
(3)  r1+s1: páka  r2+s1: pá:ka 

 r1: [?,–]  r2: [?,?]  s1[–,–]   [+/–stress, +/–long] 
 
The surface realizations of the two roots differ in only one feature: the length of the vowel. To be 

an FCF, a feature must differ in its surface realizations in the contrasting morphemes. Therefore, vowel 
length of the corresponding syllables must be an FCF for this contrast pair. The learner can correctly 
infer from this that r1 is underlyingly –long, and r2 is underlyingly +long. 

The previous example is something like a featural minimal pair: the surface realizations of the 
contrasting morphemes differ in only one feature, so the underlying forms must contrast in that feature. 
However, there are cases of contrast pairs in which the contrasting morphemes differ on more than one 
feature, but a unique FCF can still be identified. That is the case when all but one of the features on 
which the morphemes differ on the surface cannot be FCFs for other reasons. The “other reasons” 
relate to the other half of the definition of FCF: the surface feature values must be faithful to their 



underlying values. If all but one of the differing features are known to be unfaithful for one of the 
morphemes, then the one possibly faithful feature must be an FCF (and therefore must be faithful). 

This can be illustrated by continuing the previous example. The contrast pair in (2) causes the 
learner to set r2 to be +long underlyingly. r2 is still unset underlyingly for stress. The learner now 
considers a different contrast pair: r2+s3 and r4+s3. The contrasting morphemes are r2 (from the 
previous pair) and r4, and the environment is suffix s3. 

 
(4)  r2+s3: paká:  r4+s3: pá:ka 

 r2 [?,+]  r4 [+,+]  s3[?,?]   [+/–stress, +/–long] 
 
In this pair, r2 and r4 differ on the surface in both stress and length. However, we know from the 

previous contrast pair that r2 is underlyingly long (it surfaced as long in the environment of suffix s1, 
and contrasted in length with root r1 in that environment). Therefore, the length feature of r2 cannot be 
an FCF, because the surface realization of length, –long, is not faithful to the underlying value of 
length for r2, +long. This leaves only stress in the roots as a possible FCF. From this, the learner is 
able to set the underlying value of stress for r2 to –stress. 

This approach, setting the underlying values of alternating features when they are identifiably 
unique FCFs of contrast pairs, can be realized as a procedure, here labeled Contrast Analysis. Contrast 
Analysis (CA) accepts as input a paradigm of analyzed surface forms and an initial lexicon in which 
the underlying values of non-alternating features have been set to the values matching their surface 
realizations, and the alternating features are labeled as unset. CA then constructs contrast pairs and 
repeatedly examines them until no pairs result in any further changes to the lexicon of underlying 
forms. For each contrast pair examination, if a unique FCF can be determined for the pair, then the 
underlying values of the determined FCF are set to match their surface values in the pair. 

Contrast Analysis can be combined with the other learning procedures described in section 2. The 
learner first performs phonotactic learning, and then morphological analysis. The learner then performs 
initial lexicon construction, setting the underlying values of non-alternating features. The learner then 
performs Contrast Analysis, setting underlying values for alternating features when possible. Finally, 
the learner uses the surgery learning algorithm to set any remaining underlying features while 
simultaneously determining the final ranking. 

 
5 Simulation Results 

 
The overall learning algorithm described at the end of the previous section was applied to all of 

the languages generated by the stress/length linguistic system. The system has 6 constraints, and yields 
a total of 24 distinct languages. The learning algorithm succeeds in learning all 24 languages, a 
meaningful fact about the algorithm. Of particular interest is how the algorithm succeeds, and what 
contributions toward success are made by the different components of the algorithm. An examination 
of the behavior of the algorithm on each of the languages reveals that each part of the algorithm has 
differing importance, depending upon properties of the language being learned. The parts of the 
algorithm combine to ensure that all of the languages are learned. 

The 24 languages can be classified as shown in Table 2. The columns categorize the stress 
systems, while the rows categorize the patterns of vowel length. The middle column contains the 14 
languages in which surface stress is sensitive to underlying specification of stress. The other columns 
contain languages with completely predictable stress, in pairs with left/right default. Languages with 
Initial/Final stress always have stress on the initial/final syllable, while QS languages are quantity 
sensitive, so that stress can be pulled away from the default position by a heavy syllable. The language 
depicted in Table 1 is a lexical stress language in which default stress overrides length. 

 



Table 2 Typology of the 24 languages 

 Initial Stress QS Def Left Lexical Stress QS Def Right Final Stress 
Length overrides 
default stress 

 2 languages 10 languages 2 languages  

Default stress 
overrides length 

2 languages  2 languages  2 languages 

No long vowels 
 

1 language  2 languages  1 language 

 
From this initial classification of the languages, we can identify four larger groups that the 

learning algorithm relates to differently. The first group consists of languages with no alternating 
morphemes; this group contains the purely initial stress and purely final stress languages, for a total of 
6 of the 24 languages. For these languages, phonotactic learning determines the correct constraint 
ranking. Initial lexicon construction determines the entire lexicon, as there are no alternating features. 
There is no necessary role for contrast analysis and surgery in the learning of these languages. 

The second group contains the languages with quantity sensitive but predictable stress, 4 of the 24 
languages. For these languages, phonotactic learning determines the complete ranking. Initial lexicon 
construction determines much of the lexicon, but some of the features alternate. Contrast Analysis is 
unable to set any of the alternating features for these languages. The reason is that the alternating 
morphemes alternate on stress, due to quantity sensitivity. Surface stress is purely predictable in these 
languages, so underlying stress is not contrastive, and therefore contrast analysis cannot determine the 
underlying values of the (alternating) stress features. In fact, the underlying values of these features do 
not matter. The surgery learning procedure assigns default values to the features, completing the 
lexicon, and thus the learning of the language. 

The third group contains 12 of the 24 languages. All of them are lexical stress languages, the ones 
with no long vowels and the ones in which length overrides default stress. For these 12 languages, 
phonotactic learning cannot determine the complete ranking. In particular, it cannot determine the 
default stress assignment. Initial lexicon construction sets some of the underlying features, but many of 
the features alternate on the surface. Contrast analysis is able to set the values for all of the alternating 
features, completing the lexicon. For some of the languages, contrast analysis sets over half of the 
features of the lexicon. Surgery then easily applies BCD to determine the complete ranking from the 
determined lexicon. 

The fourth and final group contains the languages with lexical stress in which default stress 
overrides length. This group contains 2 of the 24 languages. The two languages are mirror images of 
the same pattern, differing only in whether default stress is initial or final. Phonotactic learning cannot 
determine the complete ranking, once again being unable to determine default stress assignment. 9 of 
the 14 features in the lexicon do not alternate, and are set via initial lexicon construction. Contrast 
analysis sets 5 features, but cannot set the sixth. The surgery learning algorithm then sets the single 
unset feature and determines the rest of the ranking. 

The language in Table 1 is an example of this last class of languages. A closer examination of 
learning with this language reveals the kinds of interactions that can elude the additive effects of 
phonotactic learning and contrast analysis alone. The result of initial lexicon construction for this 
language was shown in (1). The lexicon after contrast analysis is shown in (5). 

 
(5)  r1[–,–] r2[–,+] r3[+,–] r4[+,+]  s1[–,–] s2[+,–] s3[?,+] 

 
The only feature that hasn’t been set is the stress feature for suffix s3. That feature cannot be set 

by contrast analysis because the underlying form for s3 already contrasts with both s1 and s2 in length. 
In this language length only surfaces on stressed syllables, and suffixes are only ever stressed on the 
surface if they are stressed underlyingly. Thus, s3 must be +stress; otherwise, it’s length would never 
surface, and it would be indistinguishable from s1, [–,–] (this is why there is no separate suffix in this 
language with underlying form [–,+]). In any environment in which s3 and another suffix contrast in 
stress, the suffixes will also contrast in length (s3 will surface as +long, while the other suffix will 



surface as –long). Stress will thus never be a unique FCF, because length will also be an FCF. To put it 
another way, contrast analysis has no way of knowing a priori if the difference in stress is caused by 
the difference in length (e.g., via quantity sensitivity) or by underlyingly specified stress. The ranking 
is needed to determine that s3 must be +stress, and that the ability of s3’s +long feature is dependent 
on its +stress feature. 

 
6 Discussion 

 
The most interesting property of the learning simulations is the apparent trade-off between 

phonotactic learning and contrast analysis. In the first two groups, phonotactic learning was able to 
learn the complete ranking, prior to any consideration of alternations, and contrast analysis did not 
make any contributions to learning the lexicon. In the third and fourth groups, where phonotactic 
learning could not determine the entire ranking, contrast analysis made very significant contributions 
to learning the lexicon. In the third group contrast analysis was able to set the entire lexicon, make the 
learning of the ranking rather simple. In the fourth group, contrast analysis set most of the lexicon, 
leaving a much smaller search space of still-unset features to be worked out in conjunction with the 
learning of the ranking. 

The simulations described here are significantly limited, however, and the complete success of the 
learning algorithm must be viewed in light of those limitations. The test system only had two features 
per morpheme, with limited interaction between the two features. Having more features, interacting in 
more complex ways, would have the potential to make learning more difficult. Particularly 
problematic for the contrast analysis procedure presented in this paper are interactions that inherently 
involve several features at once. This is illustrated by the language discussed at the end of section 5. 
The underlying feature that could not be set by contrast analysis was one that only differed with other 
forms on the surface when another, related feature also differed on the surface. 

Another artificial property of the simulations is that all possible surface forms (within the 
monosyllabic morpheme restriction) were included in the dataset presented to the learner. In actual 
language learning, the data provided to the learner will only be a subset of the possible grammatical 
forms of the language. The significance of this is that the underlying form of a given morpheme might 
be settable by contrast analysis given the right word to contrast with, but the key contrasting word, 
while a possible form of the grammar, is not actually available in the dataset to the learner. Thus, some 
things settable in principle by contrast analysis might not be settable in practice with a given data set. 

Despite these limitations, there are reasons to believe that contrast analysis could be significantly 
beneficial to a learner even in more complex cases. If contrast analysis sets even some features, it 
reduces the lexical space, defined in terms of the number of unset features, that the learner must search 
in combination with learning the ranking. Furthermore, even if a number of features don’t get set by 
contrast analysis due to the lack of convenient contrastive forms in the data, if even one dense lexical 
neighborhood exists in the actual lexicon of the language, it might contain enough near minimally 
contrasting morphemes that contrast analysis could set the underlying forms of the morphemes in that 
neighborhood. If the forms of that lexical neighborhood were sufficient to determine the constraint 
ranking, the learner could then use that knowledge of the ranking to complete the learning of the other 
underlying forms of the language. 

More generally, the results reported here support the claim that contrast information of the sort 
provided by contrast pairs is useful in language learning. The contrast analysis procedure presented 
here is very simple; it doesn’t even make reference to the nature of the constraints, let alone what 
might be known about the ranking via phonotactic learning. Yet it was able to make a significant 
contribution in these cases. More sophisticated procedures for exploiting contrast information might be 
even more effective, and could overcome some of the limitations just described for the simple contrast 
analysis procedure. 

 



Appendix 
 
The test system used in the constraints uses purely monosyllabic roots and suffixes. Each 

morpheme has two underlying features: stress and length. The six constraints are given in (6). 
 

(6) The constraints of the system 
 MAINLEFT  put main stress on the initial syllable. 
 MAINRIGHT  put main stress on the final syllable. 
 *V:   no long vowels. 
 WEIGHTTOSTRESS long vowels should be stressed. 
 IDENT(stress)  output syllables should be identical to their input correspondents in stress. 
 IDENT(length) output syllables should be identical to their input correspondents in length. 
 

The markedness constraints on stress position are standard alignment constraints (McCarthy and 
Prince 1993). The markedness constraint against long vowels comes from Rosenthall (1994see also 
references therein). The markedness constraint linking stress to weight is an Optimality Theoretic 
version of the weight-to-stress principle (Prince 1990). The two faithfulness constraints are standard 
IDENT constraints of the correspondence theory of faithfulness (McCarthy and Prince 1995). For this 
system, stress is culminative: GEN requires that each word have exactly one (main) stress on the 
surface. Length is not culminative: GEN permits candidates with zero, one, or two long vowels on the 
surface. 

The six constraints create a search space of 6! = 720 possible rankings. However, there are only 24 
distinct possible languages, given the assumptions about the inputs and GEN. The languages vary 
significantly in size as measured in the number of words in the language. The smallest languages have 
only one word (no contrasts) while the largest languages have 16 words (full contrast in stress and 
length). The number of words in each language is a function of the number of surface-distinguishable 
morphemes in the language, which also determines the size of the lexicon for that language. The 
largest languages, with the largest lexica, have 8 morphemes (4 roots and 4 suffixes). Because each 
morpheme has two underlying features, the number of possible lexica in this worst case is 216 = 65,536 
lexica. The number of possible grammars, given the knowledge that there are 4 roots and 4 suffixes, is 
720 x 65,536 = 47,185,920 grammars (combinations of rankings and lexica). 

The example language used throughout this paper, with the surface forms in Table 1, are 
generated by the grammar defined by the ranking in (7). 

 
(7) WEIGHTTOSTRESS ≫ IDENT(stress) ≫ MAINLEFT ≫ MAINRIGHT ≫ IDENT(length) ≫ *V: 

 
The mappings yielding the surface forms can be constructed from Table 3, which shows 

underlying forms for the roots and suffixes of the language. 
 

Table 3 The underlying and surface forms for the example language. 

r1 = /pa/ r2 = /pa:/ r3 = /pá/ r4 = / pá:/  
páka pá:ka páka pá:ka s1 = /-ka/ 
paká paká páka pá:ka s2 = /-ká/ 
paká: paká: páka pá:ka s3 = /-ká:/ 

 
The unshown suffix underlying form, /-ka:/, does not correspond to a separate morpheme because 

it neutralizes globally with s1 = /-ka/, for the reasons discussed at the end of section 5. 
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