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Semantic analysis of presuppositions requires partigdizaf Montague grammar.

e Karttunen & Peters 1979 two-dimensional approach: Assednd presupposition as two separate expressions
of Montague logic.

— Does not work for sentences with presupposition-quantifinanteraction:
(1) Somebody managed to succeed George V on the throne drithg|

Goal of this chapter: Provide an analysis of a fragment widsppposition-quantification interaction.

o What K&P would have looked like if they had access to Muskeiastiplization of Montague Grammar.

1 Background

TY,3: three-valued two-sorted type theosy< undefined expression).
Types
1. e, s andt are types,
2. if « andg are types, thefu3) is a type.
Syntax:
1. If ¢ andy are formulas, themy and(p A ) are formulas.
2. If pis aformula and: is a variable of any type, thefy is a formula.
3. If Ais an expression of typeg and B is an expression of type, then(AB) is an expression of typg.
4. If Ais an expression of typé andz is a variable of typey, thenAz(A) is an expression of typeys).
5. If A andB are expressions of the same type, thdn= B) is a formula.
6. x is a formula.
Semantics
L [-ely = =l
2. [p Ay = Telg N W],
3. [Fzat]y = Uden. [¥lgz/a
4. [AB], = [Al,([B],)
5. [z A], = the functionF" s.t. F'(d) = [A] 4z/4)
6. [A=B], =TIiff [A], = [B],and Fiff[A], # [Bl,



7. [x]4 =N
Abbreviations
1. p V¢ abbreviates (- A =)
. ¢ < 1) abbreviates:(p A =)
. Yz abbreviates-3x—y
. A1) abbreviategp A ) V (mp A ©)
. A abbreviategp A ) V (mp A ) V (— A )
. T abbreviates = %

N o o~ WN

. Om abbreviategT = T) V
8. ¢~ abbreviate$mAp

Basic idea: Because presuppositions are built into the sesait is possible to provide a compositional account of
presupposition and quantification that does not run intdthding problem of K&P.

2 Presuppositional Montague Grammar

We want to provide an analysis of sentences that containdaahtifiers and presuppositions:
(2) a. Somebody managed to succeed George V on the throneylairign
b. A fat man pushes his bicycle.
c. Every man who serves his king will be rewarded.
d. Every fat man pushes his bicycle.
To account for the data in (2), some additions must be madeteno-fragment:
e Presupposition triggers:
— manage to as a presuppositional varianttf to
— 'sas member of categofyET/NP
e Adjectives:
— fat as member of categoGN/CN
It is also necessary to define a functioif that translates syntactic trees into expressiorsvgf.

e These expressions are then combined via functional apiplica

3 ([[a]*"P[B)")4)* = a*p°, form € {1,2}

An example
4 S
NP VP
somt‘abody
VP/VP VP
maange to TV/\NP

succeed George V



The translations of the relevant lexical entries intg,® are:

somebody= APXiJy(P yi)

manage tb= APAxAi(P 2i((aificuir P) zi))
succeet = A\Q y(QAx(succeed zy))
George V = AP(P g)

(®)

e o oo

By functional application:

1. ([succeed George V] succeeti Georgé
AQ Y (QAx(succeed xy))AP(P g) = My(succeed gy) = succeed g

2. ([manage to [succeed George V]H manage td (succeed George V)
APz Ni(P 2i(( difficutP) zi))succeed g = Az Xi(succeed gri(difficult (succeed g)) i)

3. ([somebody [manage to [succeed George YHsomebody (manage to succeed George’V)
/\PA’LHy(P yi))\x)\i(succeed gxi((di]ﬁcult(succeed 9)) m)) =
APAZHy(P yz))\x)\j(succeed gx.j((dijﬁcult(succeed 9)) :Ej)) = Aiﬂy(succeed gyi((diﬁﬁcult(succeed 9)) 1/1))

Result: Function from states to truth values

e True if itis asserted that there is someone who succeeded)&¥an s and presupposed that that person found
it difficult to succeed George V in.

e Aviods K&P binding problem.

Defining presuppositions

So far, we have a compositional account of presuppositiahilorks if we stipulate the presuppositions that are
associated with a particular proposition. It does not mteghich presuppositions should be associated with which

propositions.
In this intensional system, propositions are not simplyelouFalse—they are True or False with respect to some state
S.

e Must define when an expressign; presupposes an expression:

e Lety andw be expressions of typ#g. ¢ presupposes 7 iff for all models M, assignmentg and for all states:

6) if[es]lm,g=Tor[es]m,y=F then[rs]ay =T

e (Maximal) presupposition op: if ¢ is of the form\iy andq is a\-free formula, then the presuppositionof
is given by:

(7) PR(p) = Aj(TRT () V TR™ (¢]))
Applied to our example, this definition produces:

(8) Mi(By((dif ficult(succeed g)) yj A succeed gyj) V Vy((dif ficult(succeed g)) yj N —succeed gyj))

Other presuppositions
Every andsome trigger existential presuppositions.
¢ In other words, the antecedent of material implication igagls met.

In Presuppositional Montague Grammar, this presuppaositieans tha¢very has the following translation:

(9) every = )\Pl)\PQ)\Z(V!E(Pl x1 — Py {EZ')Gy(pl y2)>)



Some examples:
Both of the sentences in (10) presuppose that there was,afileast one) girl at the party:
(10) a. Bill kissed every girl at the party.
Ni(Va(girl xi = kiss xbi) 3y (girt yi)))
b. Bill didn't kiss every girl at the party.
Ni—(Va(girl xi = kiss xbi) 3y (girt yi)))
Stop doing X in a state presupposes having done X before and asserts not doing X argyins:
(11) Stopt6 = APATNI(—(P i) (5j(j<i A ins 4 P o))

Applying this translation to an actual sentence gives ugrtreslation in (12b):

(12) a. Somebody stopped dating Mary.
b. AZEL’IT(_'(dClte mxi)(ﬂj(j<i A ixj A date mzj)))

e Given a stats, it is asserted that there is someone who doesn’t date Matyand it is presupposed that there
is a states’ which precedes on the time-axis in which thaame someone dates Mary.

e Presupposition: Either somebody has been dating Mary &efwdl now no longer dates her, or everybody dated
Mary before and still dates her at the moment.

The presupposition triggered Ibyo requires a meaning postulate and a rule for a special kindiaftifying-in (cf.
K&P):

(13) a. Toorule translated
([[EVP 9]0 ™)® = Ni(€*A2n (9°)i(so0ge 94 )
b. Meaning postulate
too = AQAPXidz(x xi A =(AP(P x) = Q) A Az, (P)zi)

The sentence in (14) asserts that Bill loves Mary and presgspthat there is someone other than Mary whom Bill
loves as well:

(14) a. Billloves Mary too.
b. AZ.(ZO’US mbl(ﬂz(ﬁ(zzm) A love zbz)))

A problem:

Presuppositional Montague Grammar does not assign theotgmesuppositions to texts like the following:

(15) a. Afat man pushes his bicycle.idtbroken.
b. Every man who serves his king is rewarded by.him

This is not really a problem with presuppositions; it is aljjean with classical Montague grammar and, indeed, with
all static logics.

The solution? Dynamification!



3 Dynamifying Presuppositional Montague Grammar

To replace the system described in the previous sectioravdymamic one, we need only four additiongtg,>:
® DRyt —, i[d]j, and three axioms
Step One:
e Add discourse referents, dy,...t0 TY3>.
— Discourse markers are of type (individual concepts).
¢ Add the non-logical constar® R of type (se)t
— Interpretation: is a discourse referent.
— The interpretation is total: every expression of typeeither is a discourse referent or it is not.

Add Muskens’ classical implication::
(16) ¢ — ¢ abbreviatep A Y = ¢

Step Two:
¢ Definei[d]j to mean: statesand; agree on all discourse referents except possibly in theevafid:
17) dd)jiff Vd'(DRd N ~(d=d))—di=dj)
e Three axioms are required to make this work:
(18) a. AXL:ViVdvaz(DRd — 3j(i[d)j A dj = x))

b. AX2: DR d, for each discourse referedt
c. AX3: ~(d; = dy), for each two different discourse referedfsandd,

Step Three:
e Build the discourse fragment.
— Sentences are translated into expressions of 4yg¢ (relations between states).

e Add arule for text formation:

(19) If [¢]° and[9]® are trees, thefi¢]® [9]°]+* is a tree, and[[€]%[9]]5)® = €* A 9®

Making the logic dynamic does not introduce any partialitioithe system. In other words,modeling dynamics in

TY2? is exactly like modeling dynamics ny 2.

This is not a dynamic semantics; rather, it is a mechanisrmfodeling dynamic discourse assignment in a static

system.
The system is no longer intensional—states are assignneediscourse referents (not world-time pairs).



4 Conclusion

Benefits of (Dynamified) Presuppositional Montague Grammar
Does not have K&P binding problem.
Does not predict Heim’s overly strong, universal presupijmrs

Makes the same predictions as Partial Predicate logicshutly compositional.

Is compatible with K&P’s fragment.

In this account, presupposition failure leads to undefieedn One possible objection is that these “presuppositions
are really conventional implicatures; failing implicaggrshould not necessarily lead to undefined truth values.

e Itis possible to turry,? into TY,* (a four-valued, two-sorted logic) with the addition-#t
— This is exactly the same system, except that= {T, F,t,{}, where:
x [x] = t (true in spite of presupposition failure)

x [#] = f (false in spite of presupposition failure)

Appendix: More examples

(20) s

T

NP, 5
/\ /\
T CN NP VP
NP

DE

a4 ADJ CN /\
to
\ \ Y

fat man

push  pgT CN

P ‘
NP POSS bicycle

\ \
to 's
This sentence requires a translation rule for quantifyimg-
@1 ([EYW1°]5mq)® = & Awn(9°), forn € N

The translation rules for the lexical items in the sentermzeghe following:

. fatt = fat

(22)

a.

b

c. mart = man
d. bicycle = bike
e. push = AQ y(QAx(push xy))

f. t,® = AP(Py)

9. 's* = AQAP AP Ni(3x(P; xi A QAy(of yx)i A Pa 1) m14(p, «i A Qry(of yo)i))



Once we add a notation convention for the meaning fofwe can use functional application to get a compositional
translation of the sentence:

(23) VavyVi((y xi A of xzyi)— v — of yxi), wherey is man, bike or king

1. ([fatman]? = fat man

([a[fatman]]} = AP3Xi3z((fat man) zi A P zi)
([to s])* = AP AP2Xi(3x(Py wi Aof xoxiP2 x1)@310(p, i A of 2owi)))
(Ilto 's] bicycle])* = APzXi(3x(bike — of xoxi A Py 1) @10 (bike—of woui)))
([push [Eo 's] bicycle]])* = AyXi(3xz(bike — of xoxi A push x29%) @10 (bike—of zowi)))

2 O

([to [push [Ito 's] bicycle]l)* = Xi(3x(bike — of xgwi A push x201) @10 (bike—of wyai)))
7. ([[a[fat man]]t, [push [[t, 's] bicycle]l]lqi%%)* = Aidz((fat man)) zi A Fx(bike—of zxi A push 21) @vs(bike— ofsi)

The presupposition for this sentence is built up compagsitig; it is the disjunction of an existential truth-coridit
and a universal falsity condition, which is weaker than thesppposition predicted in Heim (1983):

(24) Mj(Fz(fat man) zj A x(bike — of zxj) A Jx(bike — of zxj A push xzj)) V
Vz((fat man) zj — (Ax(bike — of zxj) A Vx(bike — of zaxj — —push xzj)))

The same procedure derives the following analogous sesteanslation pair:

(25) a. Every fat man pushes his bicycle.
b. A\iVz((fat man)zi — Jx(bike — of zxi A push x2i) 314 (bike—of 22i)))

Sentences containing relative clauses require a rule mdlaion for relative clause formation:

(26) a. S
NP VP
DET N, be re\‘/varded
every s
| /\
man N‘P VP
/\
b NP
se‘rve DET CN

P ‘
NP POSS king
| |
to 'S
b. ([[€]°N[9]%],et OV ™) = Az Ni(E%m i A 9%), forn € N
c. ([[every [man{, [serve [[, 's] King]ll] rct ©V?] be rewarded]) =
iV ((man zi A 3y(king — of xyi A serve yri) @iyking—of wyiy) — reward i)



