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Overarching goal

build formally and computationally explicit processing
models for natural language syntax and semantics
specifically, cognitively realistic models for incremental
parsing of discourse representations structures (DRSs,
Kamp 1981; Kamp and Reyle 1993) or similar
representations
the semantic and syntactic representations are created in
parallel

Main goal for today:

modeling syntactic representations
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An extensible framework for processing models

mechanistic models of language processing
common approach: use an independently motivated,
general cognitive architecture
parsing easy to embed in hybrid cognitive architectures

- Soar
Hale, 2014; Young and Lewis, 1999

- ACT-R
Dillon et al., 2013; Engelmann et al., 2013; Kush, 2013; Lewis and Vasishth,

2005; Nicenboim and Vasishth, 2018; Rij, 2012; Taatgen and Anderson, 2002;

Vasishth et al., 2008
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The current state of ACT-R language modeling

Mainly used to model recall of syntactic structures
Dillon et al., 2013; Engelmann et al., 2013; Lewis and Vasishth, 2005; Nicenboim

and Vasishth, 2018; Vasishth et al., 2008

This focus on recall-related modeling does not take
advantage of the generality of ACT-R as a cognitive
architecture and its “no magic” policy
Implemented fully in LISP (not a very popular programming
choice now)
ACT-R comes with many parameters; these are set to their
default values or manually changed
Modeling is hard to replicate; systematic quantitative
model comparsion hard to perform
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This talk

A new Python3 implementation of ACT-R (pyactr;
Brasoveanu and Dotlačil in prep.)
ACT-R + Bayes: ACT-R models embedded in Bayesian
models, hence systematic exploration of parameter values,
model comparison, modeling easy to replicate
the ACT-R component: a working, extensible parsing
framework for syntax and semantics, with visual and motor
interfaces (today, only syntax)
modular structure: alternative models for peripherals
(visual, motor) & other components possible
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Showcasing the framework
Grodner and Gibson (2005, Exp. 1), also used in Lewis and Vasishth, 2005

Grodner and Gibson (2005, Exp. 1): self-paced reading,
matrix subject is modified by a subject or object-extracted
relative clause (RC)

(1) The
reporter who sent the photographer to the editor hoped
for a story.

(2) The
reporter who the photographer sent to the editor hoped
for a story.

9 ROIs: word 2 through word 10 (underlined above)
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Demo of an ACT-R model for subj and obj gap RCs
(open the slides with Adobe Acrobat Reader to see the movie)

Red circle is the visual focus. Temporal trace incrementally
produced by the model is visible in the background.

7



1 Introduction: framework & case study

2 ACT-R & left-corner parsing

3 Results

4 Conclusion

8



1 Introduction: framework & case study

2 ACT-R & left-corner parsing

3 Results

4 Conclusion

9



Memory in ACT-R

Two types of memory:
DECLARATIVE MEMORY: knowledge of facts
facts represented as chunks (attribute-value matrices)

ISA: word
FORM: car
MEANING: JcarK
CATEGORY: noun
NUMBER: sg

PROCEDURAL MEMORY: behavior as a series of
productions
productions – conditionalized actions

Goalą TASK: reading
FORM: car

ñ

Goalą TASK: retrieving category

Retrievalą ISA: word
FORM: car
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Modules and buffers in ACT-R

ACT-R mind is composed of modules, which include
declarative and procedural memory

Modules are not directly accessible – they can only be
accessed through buffers

Buffers represent agent’s current state; productions fire
based on contents of buffers

Buffers can hold only one chunk

Only one production can fire at any given time
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An eager left-corner parser in ACT-R
Building on Lewis and Vasishth, 2005; Resnik, 1992

Parser components:
lexical knowledge, knowledge of intermediate parse states
/ syntactic structures Ñ declarative memory
knowledge of grammar Ñ procedural memory
(common, e.g., Lewis and Vasishth 2005, but not only
choice, e.g., Reitter et al. 2011)
expectations about upcoming syntactic categories, which
guide parsing Ñ goal buffer
information about the current syntactic parse Ñ imaginal
buffer
visual information from environment Ñ visual buffer
key press commands Ñ manual buffer
visual module – EMMA Salvucci, 2001 (other choices possible)
motor module – EPIC Kieras and Meyer, 1996; Meyer and Kieras, 1997
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An eager left-corner parser in ACT-R

Rules:
S Ñ NP VP
NP Ñ Det N
VP Ñ V

Visual input:
A boy sleeps.

A -- ----.

Input

Stack: S (Goal)

Found: a, Det
(Visual + Retrieval)

Output

Stack: N NP S (Goal)

Structure: S

NP

Det

a
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An eager left-corner parser in ACT-R

Rules:
S Ñ NP VP
NP Ñ Det N
VP Ñ V

Visual input:
A boy sleeps.

- boy ----.

Input

Stack: N NP S (Goal)

Found: boy, N
(Visual + Retrieval)

Output

Stack: VP (Goal)

Structure: S

NP

Det

a

N

boy

VP
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An eager left-corner parser in ACT-R

Rules:
S Ñ NP VP
NP Ñ Det N
VP Ñ V

Visual input:
A boy sleeps.

- -- sleeps.

Input

Stack: VP (Goal)

Found: sleeps, V
(Visual + Retrieval)

Output

Stack: tu (Goal)

Structure: S

NP

Det

a

N

boy

VP

V

sleeps
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Flow chart of parsing process per word

attend word retrieve lex.information about word

retrieve syntactic parse
if applicable (e.g., wh-word)

parse

move visual attention

press key
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Parameters – visual encoding (EMMA)

Visual encoding (Tenc) dependent on visual distance d and
object properties, D

Tenc “ K ¨ D ¨ ekdpparameter k – angleq

D “ word length, K “ 0.01
k – estimated to show that parameters for peripherals can
be estimated at the same time as the more commonly
estimated parameters associated with declarative and
procedural memory
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Parameters – rule firing and memory recall

Rule firing = r (parameter r )
Retrieval latency is a function of activation, modulated by
parameters F (latency factor) and f (latency exponent)

T “ F ¨ e´f ¨A

from chunk activation, A, we only consider base activation,
which is a function of time elapsed since previous word
usages
estimating r – needed because our processing models
incorporate linguistic theories in a fairly transparent way;
so: we need to fire more rules per word / region of interest
(ROI) than possible with the 50 ms default; production
compilation should increase r closer to its ACT-R default
latency exponent f – estimated because crucial in
estimating latencies in lexical decision tasks (e.g., the
tasks in Murray and Forster 2004)

18



Estimation

The model is fit to data by estimating the 4 free parameters
(k , r , F , f )
Standardly, relying on default values or manually changing
the values; subjective & time consuming

pyactr enables us to easily interface ACT-R models with
standard statistical estimation methods implemented in
widely-used Python3 libraries
we use ACT-R models as the likelihood component of full
Bayesian models, and fit the ACT-R parameters to
experimental data
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Bayesian model structure

k
halfnormal(0;1)

r
halfnormal(0;0.05)

F
halfnormal(0;0.3)

f
halfnormal(0;0.5)

ACT-Rpk ; r ;F ; f q ñ Latency

RT
normal(Latency ; 10)

“

„ „„„
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Model 2: no postulated subject gaps
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Model 2: no postulated subject gaps
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Model 3: parallel reader

attend word retrieve lex.information about word

retrieve syntactic parse
if applicable (e.g., wh-word)

parse press key move visual attention

Model 1 completes all available parsing before key press
(serial)
Model 3: first lexical retrieval, then structure building & key
press in parallel
Outcome: spillover on word after object gap captured
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Model 3: spillover after object gap captured
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Model 3: spillover after object gap captured
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WAIC-based model comparison

WAIC1 WAIC2

Model 1 (subject gaps) 388 1469
Model 2 (no subject gaps) 433 1613
Model 3 (‘parallel’ reader) 390 553

Model 1 is better than Model 2 with respect to both WAIC1
and WAIC2

increase in precision for Model 3 is clearly visible in its
much lower WAIC2 value (which is variance based)
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Conclusion

we introduced a modular and extensible framework for
mechanistic processing models

case study: an incremental left-corner parser with visual
and motor interfaces for subject/object gap relative clauses

framework used to quantitatively compare hypotheses
about processing, e.g., predictively postulating subject
gaps
systematic across-the-board model comparison via Bayes
factors is possible in this framework

framework can model other tasks (eye tracking, lexical
decision)
individual differences can be modeled by adding random
effects

34



Acknowledgments

We are grateful to Amanda Rysling, Donka Farkas, Abel
Rodriguez, Matt Wagers, the UCSC S-lab audience (March
2018) and our ICCM 2018 anonymous reviewers for comments
and discussion.

We want to thank Ted Gibson and Dan Grodner for providing
the items and full datasets for the two experiments reported in
their paper (Grodner and Gibson 2005). Jakub Dotlačil was
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Model 1: parameter estimates

k “ 0.87, sd “ 0.32
F “ 0.01, sd “ 0.03
f “ 0.23, sd “ 0.47
r “ 0.02, sd “ 0.006

40


	Introduction: framework & case study
	ACT-R & left-corner parsing
	Results
	Conclusion

	0.0: 
	0.1: 
	0.2: 
	0.3: 
	0.4: 
	0.5: 
	0.6: 
	0.7: 
	0.8: 
	0.9: 
	0.10: 
	0.11: 
	0.12: 
	0.13: 
	0.14: 
	0.15: 
	0.16: 
	0.17: 
	0.18: 
	0.19: 
	0.20: 
	0.21: 
	0.22: 
	0.23: 
	0.24: 
	0.25: 
	0.26: 
	0.27: 
	0.28: 
	0.29: 
	0.30: 
	0.31: 
	0.32: 
	0.33: 
	0.34: 
	0.35: 
	0.36: 
	0.37: 
	0.38: 
	0.39: 
	0.40: 
	0.41: 
	0.42: 
	0.43: 
	0.44: 
	0.45: 
	0.46: 
	0.47: 
	0.48: 
	0.49: 
	0.50: 
	0.51: 
	0.52: 
	0.53: 
	0.54: 
	0.55: 
	0.56: 
	0.57: 
	0.58: 
	0.59: 
	0.60: 
	0.61: 
	0.62: 
	0.63: 
	0.64: 
	0.65: 
	0.66: 
	0.67: 
	0.68: 
	0.69: 
	0.70: 
	0.71: 
	0.72: 
	0.73: 
	0.74: 
	0.75: 
	0.76: 
	0.77: 
	0.78: 
	0.79: 
	0.80: 
	0.81: 
	0.82: 
	0.83: 
	0.84: 
	0.85: 
	0.86: 
	0.87: 
	0.88: 
	0.89: 
	0.90: 
	0.91: 
	0.92: 
	0.93: 
	0.94: 
	0.95: 
	0.96: 
	0.97: 
	0.98: 
	0.99: 
	0.100: 
	0.101: 
	0.102: 
	0.103: 
	0.104: 
	0.105: 
	0.106: 
	0.107: 
	0.108: 
	0.109: 
	0.110: 
	0.111: 
	0.112: 
	0.113: 
	0.114: 
	0.115: 
	0.116: 
	0.117: 
	0.118: 
	0.119: 
	0.120: 
	0.121: 
	0.122: 
	0.123: 
	0.124: 
	0.125: 
	0.126: 
	0.127: 
	0.128: 
	0.129: 
	0.130: 
	0.131: 
	0.132: 
	0.133: 
	0.134: 
	0.135: 
	0.136: 
	0.137: 
	0.138: 
	0.139: 
	0.140: 
	0.141: 
	0.142: 
	0.143: 
	0.144: 
	0.145: 
	0.146: 
	0.147: 
	0.148: 
	0.149: 
	0.150: 
	0.151: 
	0.152: 
	0.153: 
	0.154: 
	0.155: 
	0.156: 
	0.157: 
	0.158: 
	0.159: 
	0.160: 
	0.161: 
	0.162: 
	0.163: 
	0.164: 
	0.165: 
	0.166: 
	0.167: 
	0.168: 
	0.169: 
	0.170: 
	0.171: 
	0.172: 
	0.173: 
	0.174: 
	0.175: 
	0.176: 
	0.177: 
	0.178: 
	0.179: 
	0.180: 
	0.181: 
	0.182: 
	0.183: 
	0.184: 
	0.185: 
	0.186: 
	0.187: 
	0.188: 
	0.189: 
	0.190: 
	0.191: 
	0.192: 
	0.193: 
	0.194: 
	0.195: 
	0.196: 
	0.197: 
	0.198: 
	0.199: 
	0.200: 
	0.201: 
	0.202: 
	0.203: 
	0.204: 
	0.205: 
	0.206: 
	0.207: 
	0.208: 
	0.209: 
	0.210: 
	0.211: 
	0.212: 
	0.213: 
	0.214: 
	0.215: 
	0.216: 
	0.217: 
	0.218: 
	0.219: 
	0.220: 
	0.221: 
	0.222: 
	0.223: 
	0.224: 
	0.225: 
	0.226: 
	0.227: 
	0.228: 
	0.229: 
	0.230: 
	0.231: 
	0.232: 
	0.233: 
	0.234: 
	0.235: 
	0.236: 
	0.237: 
	0.238: 
	0.239: 
	0.240: 
	0.241: 
	0.242: 
	0.243: 
	0.244: 
	0.245: 
	0.246: 
	0.247: 
	0.248: 
	0.249: 
	0.250: 
	0.251: 
	0.252: 
	0.253: 
	0.254: 
	0.255: 
	0.256: 
	0.257: 
	0.258: 
	0.259: 
	0.260: 
	0.261: 
	0.262: 
	0.263: 
	0.264: 
	0.265: 
	0.266: 
	0.267: 
	0.268: 
	0.269: 
	0.270: 
	0.271: 
	0.272: 
	0.273: 
	0.274: 
	0.275: 
	0.276: 
	0.277: 
	0.278: 
	0.279: 
	0.280: 
	0.281: 
	0.282: 
	0.283: 
	0.284: 
	0.285: 
	0.286: 
	0.287: 
	0.288: 
	0.289: 
	0.290: 
	0.291: 
	0.292: 
	0.293: 
	0.294: 
	0.295: 
	0.296: 
	0.297: 
	0.298: 
	0.299: 
	0.300: 
	0.301: 
	0.302: 
	0.303: 
	0.304: 
	0.305: 
	0.306: 
	0.307: 
	0.308: 
	0.309: 
	0.310: 
	0.311: 
	0.312: 
	0.313: 
	0.314: 
	0.315: 
	0.316: 
	0.317: 
	0.318: 
	0.319: 
	0.320: 
	0.321: 
	0.322: 
	0.323: 
	0.324: 
	0.325: 
	0.326: 
	0.327: 
	0.328: 
	0.329: 
	0.330: 
	0.331: 
	0.332: 
	0.333: 
	0.334: 
	0.335: 
	0.336: 
	0.337: 
	0.338: 
	0.339: 
	0.340: 
	0.341: 
	0.342: 
	0.343: 
	0.344: 
	0.345: 
	0.346: 
	0.347: 
	0.348: 
	0.349: 
	0.350: 
	0.351: 
	0.352: 
	0.353: 
	0.354: 
	0.355: 
	0.356: 
	0.357: 
	0.358: 
	0.359: 
	0.360: 
	0.361: 
	0.362: 
	0.363: 
	0.364: 
	0.365: 
	0.366: 
	0.367: 
	0.368: 
	0.369: 
	0.370: 
	0.371: 
	0.372: 
	0.373: 
	0.374: 
	0.375: 
	0.376: 
	anm0: 
	1.0: 
	1.1: 
	1.2: 
	1.3: 
	1.4: 
	1.5: 
	1.6: 
	1.7: 
	1.8: 
	1.9: 
	1.10: 
	1.11: 
	1.12: 
	1.13: 
	1.14: 
	1.15: 
	1.16: 
	1.17: 
	1.18: 
	1.19: 
	1.20: 
	1.21: 
	1.22: 
	1.23: 
	1.24: 
	1.25: 
	1.26: 
	1.27: 
	1.28: 
	1.29: 
	1.30: 
	1.31: 
	1.32: 
	1.33: 
	1.34: 
	1.35: 
	1.36: 
	1.37: 
	1.38: 
	1.39: 
	1.40: 
	1.41: 
	1.42: 
	1.43: 
	1.44: 
	1.45: 
	1.46: 
	1.47: 
	1.48: 
	1.49: 
	1.50: 
	1.51: 
	1.52: 
	1.53: 
	1.54: 
	1.55: 
	1.56: 
	1.57: 
	1.58: 
	1.59: 
	1.60: 
	1.61: 
	1.62: 
	1.63: 
	1.64: 
	1.65: 
	1.66: 
	1.67: 
	1.68: 
	1.69: 
	1.70: 
	1.71: 
	1.72: 
	1.73: 
	1.74: 
	1.75: 
	1.76: 
	1.77: 
	1.78: 
	1.79: 
	1.80: 
	1.81: 
	1.82: 
	1.83: 
	1.84: 
	1.85: 
	1.86: 
	1.87: 
	1.88: 
	1.89: 
	1.90: 
	1.91: 
	1.92: 
	1.93: 
	1.94: 
	1.95: 
	1.96: 
	1.97: 
	1.98: 
	1.99: 
	1.100: 
	1.101: 
	1.102: 
	1.103: 
	1.104: 
	1.105: 
	1.106: 
	1.107: 
	1.108: 
	1.109: 
	1.110: 
	1.111: 
	1.112: 
	1.113: 
	1.114: 
	1.115: 
	1.116: 
	1.117: 
	1.118: 
	1.119: 
	1.120: 
	1.121: 
	1.122: 
	1.123: 
	1.124: 
	1.125: 
	1.126: 
	1.127: 
	1.128: 
	1.129: 
	1.130: 
	1.131: 
	1.132: 
	1.133: 
	1.134: 
	1.135: 
	1.136: 
	1.137: 
	1.138: 
	1.139: 
	1.140: 
	1.141: 
	1.142: 
	1.143: 
	1.144: 
	1.145: 
	1.146: 
	1.147: 
	1.148: 
	1.149: 
	1.150: 
	1.151: 
	1.152: 
	1.153: 
	1.154: 
	1.155: 
	1.156: 
	1.157: 
	1.158: 
	1.159: 
	1.160: 
	1.161: 
	1.162: 
	1.163: 
	1.164: 
	1.165: 
	1.166: 
	1.167: 
	1.168: 
	1.169: 
	1.170: 
	1.171: 
	1.172: 
	1.173: 
	1.174: 
	1.175: 
	1.176: 
	1.177: 
	1.178: 
	1.179: 
	1.180: 
	1.181: 
	1.182: 
	1.183: 
	1.184: 
	1.185: 
	1.186: 
	1.187: 
	1.188: 
	1.189: 
	1.190: 
	1.191: 
	1.192: 
	1.193: 
	1.194: 
	1.195: 
	1.196: 
	1.197: 
	1.198: 
	1.199: 
	1.200: 
	1.201: 
	1.202: 
	1.203: 
	1.204: 
	1.205: 
	1.206: 
	1.207: 
	1.208: 
	1.209: 
	1.210: 
	1.211: 
	1.212: 
	1.213: 
	1.214: 
	1.215: 
	1.216: 
	1.217: 
	1.218: 
	1.219: 
	1.220: 
	1.221: 
	1.222: 
	1.223: 
	1.224: 
	1.225: 
	1.226: 
	1.227: 
	1.228: 
	1.229: 
	1.230: 
	1.231: 
	1.232: 
	1.233: 
	1.234: 
	1.235: 
	1.236: 
	1.237: 
	1.238: 
	1.239: 
	1.240: 
	1.241: 
	1.242: 
	1.243: 
	1.244: 
	1.245: 
	1.246: 
	1.247: 
	1.248: 
	1.249: 
	1.250: 
	1.251: 
	1.252: 
	1.253: 
	1.254: 
	1.255: 
	1.256: 
	1.257: 
	1.258: 
	1.259: 
	1.260: 
	1.261: 
	1.262: 
	1.263: 
	1.264: 
	1.265: 
	1.266: 
	1.267: 
	1.268: 
	1.269: 
	1.270: 
	1.271: 
	1.272: 
	1.273: 
	1.274: 
	1.275: 
	1.276: 
	1.277: 
	1.278: 
	1.279: 
	1.280: 
	1.281: 
	1.282: 
	1.283: 
	1.284: 
	1.285: 
	1.286: 
	1.287: 
	1.288: 
	1.289: 
	1.290: 
	1.291: 
	1.292: 
	1.293: 
	1.294: 
	1.295: 
	1.296: 
	1.297: 
	1.298: 
	1.299: 
	1.300: 
	1.301: 
	1.302: 
	1.303: 
	1.304: 
	1.305: 
	1.306: 
	1.307: 
	1.308: 
	1.309: 
	1.310: 
	1.311: 
	1.312: 
	1.313: 
	1.314: 
	1.315: 
	1.316: 
	1.317: 
	1.318: 
	1.319: 
	1.320: 
	1.321: 
	1.322: 
	1.323: 
	1.324: 
	1.325: 
	1.326: 
	1.327: 
	1.328: 
	1.329: 
	1.330: 
	1.331: 
	1.332: 
	1.333: 
	1.334: 
	1.335: 
	1.336: 
	1.337: 
	1.338: 
	1.339: 
	1.340: 
	1.341: 
	1.342: 
	1.343: 
	1.344: 
	1.345: 
	1.346: 
	1.347: 
	1.348: 
	1.349: 
	1.350: 
	1.351: 
	1.352: 
	1.353: 
	1.354: 
	1.355: 
	1.356: 
	1.357: 
	1.358: 
	1.359: 
	1.360: 
	1.361: 
	1.362: 
	1.363: 
	1.364: 
	1.365: 
	1.366: 
	1.367: 
	1.368: 
	1.369: 
	1.370: 
	1.371: 
	anm1: 


