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1. FREQUENCY EFFECTS IN ACT-R
Modeling lexical decision (LD) tasks in ACT-R
the effect of frequency on reaction times & accuracies

• data: experiment reported in [2]

• explained in [2] in terms of the Rank hypothesis; they note
that the effect of frequency on RTs could also be modeled
by a power function

P = At−d (P – performance; t – time; A, d – free params)

• power function model implemented in ACT-R, so:
could ACT-R model the LD data?

Why relevant?

• ACT-R models linguistic processing & lexical retrieval
during processing ([1, 3, 4])

• these are complex models, but lexical retrieval is simply
power law with standard values for free parameters

• our contributions:

- a more direct test of the ACT-R declarative memory re-
trieval model for language

- direct evidence for which free parameters should be used
and what values they have; our results differ from previ-
ous assumptions

2. DATA: MURRAY ET AL. (2004)
LD task for 5-7 letter words from 16 frequency bands:

• highest frequency – 315 per 1 million

• lowest frequency – 1 per 1 million

Best fit: Power law, Rank hypothesis

3. LEXICAL DECISION AND FREQUENCY EFFECTS IN ACT-R
The models

• Bayesian modeling using general-purpose tools (Python
and pymc3)

• accuracy and RTs for LD derived from the same unob-
served variable – activation (see box)

• evaluated directly against the data, various free parame-
ters estimated

• also evaluated in a full ACT-R model that simulates a par-
ticipant completing an LD task, including visual and mo-
tor interfaces
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The ACT-R model of lexical retrieval

Activation: Ai = log

(
n∑

k=1

t−d
k

)
(d : decay;n : rehearsals) (1)

Retrieval prob.: Pi =
1

1 + e−
Ai−τ
s

(s : noise, τ : threshold) (2)

Latency: Ti = Fe−fAi(F, f : latency factor and exp.) (3)

Full Bayesian models (model with f shown)
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ACT-R(d; f ;F ; τ ; s)⇒ P, T α (RT intercept)
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Estimates

• f = 0.28[0.06− 0.48]

• F = 0.45[0.1− 0.86]

• d = 0.1[1e−6 − 0.24]

• α = 0.5[0.3− 0.56]

• τ = 0.9[−1.9− 2.9]

• s = 1.77[1.6− 1.9]

Conclusions

• ACT-R can model role of frequency in LD tasks very well

• the params d, τ, s needed to model accuracies

• latency exponent f essential for modeling RTs, but psy-
cholinguistic ACT-R models disregard it ([1, 3, 4]; cf. [5])

• crucial to estimate ACT-R model params by embedding
them in (Bayesian) statistical models

• we can do systematic quantitative model comparison, in
contrast to standard practice (default values for params,
or manually changing the values)
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