CENIC HPR-TAC Meeting Notes
October 23, 2003
University of California, San Diego

10:00 AM – 3:00 PM

1. Bash the agenda

2. Roll-call / Introductions

3. DC-TAC Meeting Report (Chris Taylor)
Approximately 50 people attended the meeting.  It was mostly an informational and organizational meeting.  There was discussion about the benefits/costs of network filtering, but there was no consensus reached on this topic. 

The next meeting will be on November 19 in southern California.  The meeting venue has not yet been decided.  It was noted that many DC-TAC attendees will only be able to attend local meetings.

The possibility of broadcasting TAC meetings using H.323 was discussed.  This may be doable for viewing, but not for interaction.  Even so, many challenges in terms of audio and video quality would need to be addressed.  If meetings were streamed, they could also be archived for later viewing.

Cisco has agreed to hold a QoS session in conjunction with the January DC-TAC meeting to address LAN and MAN issues in regards to the CalVIP effort.  Cisco would like to see this session broadcast using CalVIP.

4. Status reports

a. MCP and the Cisco agreement (Jim Dolgonas)
Jim Dolgonas reported on the status of implementing the MCP with Cisco.  Three groups have been identified to date:

1. High-end routing

2. Performance and instrumentation

3. Research Council

Chairs have been identified for the first two groups.  David Wasley will chair the performance and instrumentation group.  ken lindahl will, tentatively, chair the high-end routing group.  Cisco has yet to identify participants from their side.

The research council will meet on November 14th to decide on areas of solicitation.  Cisco has provided funds to support research projects in the areas of network technology, and intends to do this on an ongoing basis.

While Jim Dolgonas does not believe the whole MCP will be implemented, the top level group will be formed to provide oversight.

b. LALALAN (Dave Reese / Jim Dolgonas)
Three Catalyst 6K switches have been installed.  Circuit installation is progressing.  Supervisor 720s are on order, but no specific ship date is established.  The network will initially be a 1GE network. 

There is much interest in connecting with LALALAN, and CENIC is going to require peering as an entry condition.  CENIC is working to develop a peering agreement.  The University of Hawaii and AARNet intend to land OC-192s in San Luis Obispo and Portland.  They will peer with CalREN at SLO.  They may also be interested in purchasing ISP services using an associated OC-12 link.

There are also discussions with Pacific Northwest Gigapop, and LAP (a commercial entity) regarding ways to merge efforts.  Some initial discussions have occurred.  There seems to be some interest.  
c. NLR (Dave Reese)
“This is happening for sure, because CENIC is doing about half of the work” – Dave Reese.  OC-192 waves from Chicago to Pittsburgh will be the first project.  Much of the engineering is being done by CENIC. NRL has done an RFI for a NOC.  CENIC has become the layer 1 NOC for the NLR.  Indiana U will answer the calls to the call center.  They will screen the calls and move the call to the CENIC NOC if it is a layer 1 issue.  Level3 will provide via contract the remote hands for the layer 1 service issues.  Some negotiations will occur to fully define the level of service desired and required.  Sunnyvale to Seattle will be the next link of the NLR to be built.  Engineering is under way for this segment.  The following segments will be Pittsburgh to DC, DC to Atlanta, Atlanta to Jacksonville, Seattle to Denver, and Denver to Chicago.  The complete network should be built out by April – May of 2004.  The critical path constraint is the equipment manufacturing timing.

d. Optical Network implementation (Greg Scott / Dave Reese)
The central valley path has been turned over and is operations.

The Bay Area optical engineering is the main remaining issue.  Dispersion compensation will be required – even at metro distances.  Dispersion testing has revealed difficulties with providing 10G over some fiber paths.  CENIC will test metro fiber in both the north and the south.  A four hour window will be necessary for each segment to be tested.
The Bay Area metro network will need reworking because the 15540s cannot provide lambdas over 1GE over parts of the bay area fiber plant.  Better fiber is being pursued, but this will not be possible in all cases.  We will add regen on every hop.  There is a high degree of confidence that this will fix the problem.  Cisco is providing the requisite hardware at no cost.  The rework will be accomplished using temporary fiber and equipment to avoid tearing down the existing network.  This work is tentatively planned for December.
DC circuit migration has begun.

UCSC is seeing problems with EGM.  When gear is unplugged and then plugged back in, the network does not come back.  “Unless you have failure, you can’t experience recovery” – Jim Warner.

e. HPR deployment schedule (Brian Court)
CENIC borrowed equipment from HPR to get DC built, and as equipment is delivered the NOC will work to complete HPR.  The HPR backbone will be functional next week, sans redundancy.  Full redundancy is expected by year-end.  Some parts will be taken down for SC03.

f. Slides and Cisco A0 plot from last HPR-TAC meeting (Dave Reese)
Slides have been distributed.  The plot will be obtained from Cisco and posted on the web site.

g. Optical Network documentation (maps, port numbers, fiber assignments, etc.) (Brian Court)
A systems engineer was hired 10/2 to focus on NOC tools.  Her fist task is the production of network maps.  The Intermapper maps are being exported and will be ready for testing/feedback on November 1.  The maps will provide layer 2 and layer 3 views on the network, including status information from Intermapper.  The view will be updated in real time.  

h. Community/AS documentation (Brian Court)
These have been posted at http://www.cenic.net.

i. NOC implementation (Brian Court)
The NOC is now functional 24x7x365.  Nine of fourteen staff positions have been filled.  Primary responsibility for CalREN sites and DCP sites is now with the new NOC.  New contact information will be published soon.  

j. Catalyst 4K supervisor upgrades (Brian Court)
The Catalyst switch supervisor upgrade hardware has arrived.  In Sacramento, the switches need to be replaced with 4006 hardware. 

k. SONET and DS-3 decommissioning schedule (Brian Court)
Cancellation orders have gone in for the northern ring.  The ring will go down on November 5.  The southern ring is being extended for another month at the request of JPL.
l. Note on BGP timers (Brian Court)
The NOC will adjust BGP timers on the Juniper routers to match the more aggressive Cisco timers.  Timer settings will be posted on the web.

m. Space planning advisory (Greg Scott)
Greg Scott does not believe he can provide any useful forecasts at this time.  He will work to provide better advance notice about changes that impact space demands.  Nothing further will be done on this item.  


Other information items 

CENIC has established the following web sites:

http://tac.cenic.org
slides from both the TAC meetings, logistics, minutes
http:/www.cenic.net
technical documentation, NOC reports.  Soon web submission of tickets and web monitoring of ticket status will be made available.  

5. Network security and traffic filter policy (Brian Court)
Brian Court gathered feedback on the document he distributed earlier.  There were a couple of suggestions to clarify that the focus is on preserving the services of the network.  In addition it was suggested that the filters, if applied, should be on the campus facing interface if possible.  The group was satisfied with the policy with the minor suggestions for modifications.  It will go to DC TAC for additional review.

It was noted that a similar routing policy document should be created.

6. TCT structure (Jim Dolgonas / Dave Reese)
A recommendation has been made to re-formulate this group as the chair and vice chair of both the HPR and DC TAC, the chairs of technical subgroups formed under the MCP, and one member at large from each TAC.  Members at large will be appointed by each TAC.

It was suggested that TCT membership cover both northern and southern sites.

Individuals interested in serving as the member at large for the HPR-TAC should contact Michael Van Norman (mvn@ucla.edu).

Jim Dolgonas solicited for interest in serving as the vice-chair of the HPR-TAC.  Interested individuals should contact Jim Dolgonas (jdolgonas@cenic.org).
7. Mailing lists
a. Update on lists.cenic.org (CENIC)

b. Renaming the HPR-TAC list

c. Should we have a tac@lists.cenic.org which expands to both lists?

d. Should archives for these lists be publicly accessible, or restricted to list members? What about the TCT mailing list?
CENIC will be taking over lists.cenic.org soon.  Brian Court will coordinate forwarding of the old group addresses for 90 days after the lists move.  There should not be a tac@lists.cenic.org address.  Archives should be created, but there is some resistance to making them available to the public.  Authentication generates workload, who will do it?  Brian Court has no operational concerns about the privacy of the information presented on the net.  


The TCT list should be restricted, by the opinion of the current TCT membership.  

8. AS112 Project (discussion of CENIC involvement)
CENIC should take a leadership role in areas such as this as the workload permits.  Brian will add this to his list of tasks.  

9. Establishing ip-default-network routes
This item will be referred to the DC-TAC.

10. CalVIP Update (Susan Bowers / Dave Reese)
Cisco has agreed to host a meeting to provide information on QOS.  This is in support of the Cal VIP implementation.  It will occur in January, near the DC-TAC meeting.  It will take a good day to cover the material. 

Gatekeepers and schedulers are being installed.  The 30 gatekeepers for CSU have been received.  The 90 CCC gatekeepers have been ordered, but have not arrived.  UC gatekeepers have not yet been ordered.  The H.323 address plan has been built and should be available on the web site.  There is no plan to do QOS between the DC and HPR network.  Only the QOS bits from the known gatekeeper devices will be recognized and given priority.  GK routes will need to be advertised to the DC network to keep traffic on that path.
Ed Smith reported that the MCU has been installed in LA and it is fully functional.  In Sunnyvale the bridge is installed, the PRI line is near completion.  Late November the MCU at Fresno should be in place.  User training and CENIC operation staff is being planned.  

Scheduling system is installed but not yet completely configured.  Two people per campus will be invited to training for the scheduler.  The target date for training is not yet established.  Mid to late November, or after the holidays are over.  The training will be very important, and nearly required.  There will need to review policy and guidelines in addition to the scheduler interface.  

11. Security

UC Davis would like to discuss how other universities are addressing the increased security requirements due to the recent Windows vulnerabilities and worm activity.  Also we would like to discuss how other universities are deploying firewalls and other security services in their campus environments.
UC Davis led a discussion group discussion for feedback.

12. Future meeting schedule

a. December 18 (northern site)

b. February 19 (southern site)

c. April 15 (northern site)

d. June 17 (southern site)
Caltech volunteered for the February 19th date, and UC Davis will host on April 15.  The June 17 date was dropped due to conflicts.

There was discussion of moving the meetings of the two TACs to be back to back on consecutive days in the same month.  The above schedule should be considered tentative until the TAC chairs can consider this suggestion.

