Spanning-tree interoperability between MST and PVST+: 

Cisco implementation of Spanning-Tree is called PVST+ (Per Vlan Spanning Tree +). Per Vlan Spanning Tree means that each VLAN on a L2 network builds its own spanning tree. The “+” indicates that PVST has been changed to allow interoperability with non-Cisco devices.

Non-Cisco devices usually implement what is called “MST” (Mono Spanning Tree). Mono Spanning Tree means that there is one single spanning tree that applies to all the vlans. A port is either forwarding or blocking, it can’t be forwarding for one vlan and blocking for another vlan.

Test bed

For the following paragraph we used the following setup: 2 Cisco 6500s running 6.2 connected to a CSS (Arrowpoint), running WebNS 4.1. Even if now Arrowpoint is part of Cisco, in this test CSS is representative of a non-Cisco switch because it implements a flavor of MST. An 802.1q trunk carrying vlan 1, 90, 91, 100 connects the devices. The native vlan is vlan 100.

PVST+

BPDUs generated by a Cisco Catalyst switch on an access port are destined to the IEEE MAC address: 0180.C200.000. The case of connecting Cisco devices to non-Cisco devices through pure access ports is trivial, so it is not covered in this document.

BPDUs generated by a Cisco Catalyst switch on 802.1q trunks are destined to the MAC address 0180.C200.0000 only for VLAN 1:  BPDUs for other vlans have a destination MAC address of 0100.0CCC.CCCD. This address is a multicast address and it is Cisco proprietary. 

The 802.1d standard mandates the use of the Mac address 0180.C200.0000. Cisco uses 0100.0CCC.CCCD to achieve tunneling of Vlans other than vlan 1 on a MST cloud.

It should be clarified that VLAN 1 and native vlan are two different concepts:

1. VLAN 1 is the Vlan used by Cisco devices to send BPDUs compliant to the IEEE standard on a trunk link, in order to have a shared spanning tree with a MST cloud

2. In a 802.1q trunk the native vlan is the vlan that is forwarded untagged from a port, and the vlan that is used to tag traffic received untagged from a port

The following picture shows how an 802.1q Cisco BPDU looks like. It can be seen:

· The destination MAC of the BPDU: 0100.0CCC.CCCD

· The 801.q tag for vlan 90

· The real content of the BPDU is inside the SNAP data, the shaded area of the captured window

· The root switch priority is the hex sequence 2000 followed by the root switch identifier

· The root switch is represented by the hex sequence 00D0.045C.D059

· The priority of the sending bridge together with the sending bridge identifier can be easily identified the priority is 4000

· The id of the sending switch is 00D0.045C.B859
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PVST+ and VLAN1

In order to build a shared tree with MST devices, PVST+ sends IEEE BPDUs for VLAN 1. This allows connecting Cisco devices with non-Cisco devices and having a common spanning-tree for VLAN1. The BPDUs for all the other VLANs will be tunneled through the non-Cisco cloud. Figure 2 shows a BPDU sent by a Catalyst 6500 for VLAN1.
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Cisco devices send 2 BPDUs for VLAN1: one to the IEEE destination MAC address and one to the Cisco proprietary destination MAC address. Figure 3 shows the Cisco BPDU for VLAN 1. A Cisco switch sends both the BPDU in Figure 2 and in Figure 3.

[image: image9.png]25 Ethernet frames]

¥ Fle Montor Captre Dsplay Toos Databese Window Help ETE
T3DIC. Destination - Multicast 01000000CCCD =
NPT e——. Station NDC  DOIEA3
5 nic

5% 80210 ———- 802.1Q Packet
03 80210
3 80210: Tag Protocol Type = 8100
1360210: Tag Contzol Information = 0001
560210 User Priovity 0
0 80210 Tunnel Type = 0 (Ethernet frame)
0 80210 VLAN ID = 1 (Default)
580210" Tength -0
3 80210

s c 11C Header —

Q‘g 11c

DY IIC: DSAP Addvess - Ak, DSAP 16 Bit = 00 (Individual Addvess)
DY IIC: SSAP Addvess - AA, SSAP CR Bit = 00 (Comnand)
DI Unnumbeved frame: U
D

= % SAP SHAP Header
5 swap
D SHAP: Vendor 1D = Ciscol
3 SHAP: Type = 010B (Unknown)
SEm

00000000 01
00000010: 00
00000020: 00
00000030: 5o
jooo000s0: 00

T0 05 o5 cc od
32 aa aa 03 00
00 d0 04 Sc b
B8 00 80 c2 00
02 00 01 00 00

00 01 £3 d0 9= 23 61 00 00 01
00 0c 01 Ob 0000 00 0000 20 .2

TIT cbiet
00 00 00 00 00 20 00 00 40 04 B

Erpert \Decote

et st Tabl \Pr

For Help, press F1

< 5
00 14 00 02 00 0f 00 00 00 00 \..i4
00 00 86 90 3= 32 152
s . Sattes
=l b4l

R [z




[image: image10.png]thernet (Line speed at 100 Mbps) - [650

25 Ethernet frames]

¥ Fle Montor Captre Dsplay Toos Databese Window Help ETE
Do =
3 DIC: Frame 3 arrived at 00:07:53.1556; frame size is 72 (0048 hex) bytes
D3DIC: Destination - Multicast 010000CCCCCD
NPT —, Station NDC  DOIEA3
DDIC: 802.3 length = 50
5o

¥ Ic 11C Header —
D
3IIC: DSAP Addvess - Ak, DSAP 1G Bit = 00 (Individual Addvess)
[3IIC: SSAP Addvess - AA, SSAP CR Bit = 00 (Comnand)
DIC: Unnunbeved frame: U
5 1ic

-5 Sap SHAP Header
O swap
Dy Stap: Vendor 1D = Ciscol
D) SHAP: Type = 010B (Unknown)
D) SHAP: [42 Bytes of datal
D sip

% I E

Tt Decote

Ve ost Table ]\ Fretosal Dt Staistios

For Help, press F1

& 1

2l R [z






As it can be seen this BPDU is a Cisco proprietary BPDU (0100.0CCC.CCCD) for VLAN1! Cisco devices are sending 2 BPDUs for VLAN1 on a trunk. There is no clear reason for this behavior.

We believe that this behavior is not harmful, because a Cisco device running PVST+ will only consider the IEEE BPDU for VLAN1 and will ignore the tunneled Cisco BPDU.

PVST+, 802.1q and VLAN1

When an 802.1q trunk is configured, the traffic belonging to the native VLAN is sent untagged, while the traffic belonging to the other VLANs are properly tagged. The native VLAN can be any VLAN, and it is up to the user to match the native VLANs used by the devices being connected.

If the Cisco BPDU being carried over the trunk belongs to the native VLAN, there will be no 802.1q TAG, as in the following picture.

The BPDU represented in Figure 4 belongs to VLAN 100, which is the native vlan of the trunk port being spanned.



The conclusion could be:

· On a 802.1q trunk BPDUs for the native vlan are carried untagged

· On a 802.1q trunk BPDUs for vlan 1 (if not the native vlan) are carried with the 802.1q TAG, both the standard BPDUs and the Cisco BPDUs

· On a 802.1q trunk BPDUs all the other vlans are carried with the 802.1q TAG and the Cisco destination MAC address

Our experiments have shown that even if VLAN 1 is not the native VLAN for a port, IEEE BPDUs for VLAN 1 are carried untagged. Figure 5 captures this behavior.


As it can be seen this BPDU is untagged (there is no 802.1q TAG), so the switch attached to the other end of the trunk will believe that this BPDU belongs to the native vlan, Vlan 100.

Figure 6 illustrates how BPDUs sent by a Cisco device look like.

As a consequence if the Cisco switch was set as the root for vlan 1, on a non-Cisco switch the root for VLAN 100 will be bridge id 00-D0-04-5C-B8-00, which is fine because if the switch implements MST, the root is unique for all the VLANs.

If the Cisco 6500 is the root for VLAN 1, and the native vlan is vlan 100, the following will be observed on the CSS:

· Root for VLAN 100: 00-D0-04-5C-B8-00

· Root for VLAN 1: 00-10-58-04-2a-c0

· Root for VLAN 90: 00-10-58-04-2a-c1

· Root for VLAN 91: 00-10-58-04-2a-c2
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MST

MST (Mono Spanning Tree) is IEEE 802.1d implementation of Spanning Tree where all the vlans defined in a L2 network share the same “spanning tree”. An MST switch sends one single BPDU to the IEEE address, regardless of how many vlans are carried by the trunk.

In an MST implementation there is one single forwarding table and it is not possible to have the same MAC address showing up on different ports, which is possible with PVST+ instead (for different VLANs of course).

MST on CSS (Arrowpoint) switches

The Arrowpoint implementation of spanning tree is a hybrid between MST and PVST+. From a topology point of view the Arrowpoint products end up generating a MST, but the implementation has many of the distinctive signs of PVST. 

Like PVST there is one forwarding table per each VLAN, like PVST each VLAN sends its own BPDUs, like PVST each VLAN has its own bridge ID.

Unlike PVST, when the spanning tree for one of the VLANs puts the port into blocking, all of the VLANs become blocking for that specific port. This could theoretically isolate the switch, in case of a typical VLAN load-balancing scenario. As an example, an application of the “portvlancost” parameter in PVST is to have two uplinks of a back-to-back connection alternatively blocking and forwarding for different VLANs. If “portvlancost” were available on the CSS both uplinks of the example would be blocked for all the vlans.

Unlike PVST, CSS switches have one single bridge priority for all the vlans (“bridge priority” command), one single portcost per each port. The portcost cannot be set on trunk links. So even though on CSS switches each vlan has its own bridge ID and is sending its own BPDUs, the implementation is such that one single MST will be generated.

All the BPDUs on a trunk, except the native vlan, are carrying the 802.1q TAG. (This is different from Cisco implementation as I previously described). Figure 7 shows the BPDU generated by a CSS for VLAN 1 (which for the CSS is just like any other VLAN).


The BPDU in the previous picture shows that:

· The destination MAC is the IEEE MAC for BPDUs

· The bridge id is 0010.5804.2AC0

· VLAN 1 BPDUs are tagged with the 802.1q information

MST (on CSS), 802.1q and VLAN1

An MST switch should send one single BPDU on a trunk, representing all the VLANs. Since the CSS is a hybrid, it sends one BPDU per each VLAN defined on a trunk.

A Cisco device running PVST+ will consider all the BPDUs with a IEEE MAC as belonging to VLAN1, even if each BPDU is representing a different CSS vlan: the .1q TAG is completely disregarded. The native vlan doesn’t do any difference (in our example it was VLAN 100).

Figure 8 shows the BPDUs sent by a CSS device.
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The CSS sends one BPDU per each VLAN, but for the Catalyst 6500s they all belong to VLAN 1. Changing the priority of the CSS switch is going to determine the root switch for VLAN 1 on the Catalyst switch. If the CSS switch has a priority lower than the Catalyst, the root bridge for VLAN 1 on the Catalyst is going to be 00-10-58-04-2a-c0. 

· If VLAN1 is removed from the CSS switch, the root is going to be 00-10-58-04-2a-c1

· If VLAN90 is removed from the CSS switch, the root is going to be 00-10-58-04-2a-c2

· If VLAN91 is removed from the CSS switch, the root is going to be 00-10-58-04-2a-c3

Recommendations for 802.1q, PVST+, MST interoperability

When connecting two devices via an 802.1q trunk, one device running PVST+ and one running MST the following guidelines should be followed:

· Make sure that the native vlan at both ends of the 802.1q trunk is the same

· Make sure that the trunk is carrying vlan 1 (in order to have a common spanning tree)

· Make sure that the native vlan of ports being connected by the trunk is vlan 1 
It is important to carry vlan 1 on trunks in order to create a common spanning tree between the Cisco and the non-Cisco devices, and to tunnel the other BPDUs on the common spanning tree.

It is important to ensure that the native vlan be vlan 1 to avoid confusion about the root election on the native VLAN.

Access Layer Design Example

In this example we are going to use a MST device as access switch and a Catalyst 6500 as a distribution switch. For the purpose of this test the MST device is a CSS. The 6500s and the CSSs are connected with 802.1q trunks with native VLAN 1.

The topology is represented in figure 9. 6509-3 is set as root switch for both vlan 1 and vlan 90. The spanning tree topology converges for vlan 1, and puts one of the uplinks of the CSS into blocking mode. As a consequence 6509-3 cannot tunnel BPDUs for vlan 90 across the CSS to the 6509-4.

Please notice that even if the CSS considers itself as the root for VLAN90, one of the uplinks is blocking. This is different from one would expect from the “root switch” definition.

Another topology is represented in figure 10. 6509-3 is still set to be the root switch for vlan 90, but we tweak the priority on the CSS so that it is the root for VLAN1. The spanning tree topology converges for vlan 1 and blocks the link between the distribution switches on the 6509-3. Since the CSS is root for VLAN1, all its ports are forwarding, so 6509-3 can tunnel BPDUs for VLAN90 to 6509-4. It is as if 6509-4 and 6509-3 were connected back-to-back with two trunk links. One port on 6509-4 is blocked.
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Inconsistent Port Type / BROKEN port

A common problem when connecting Cisco and non-Cisco devices is having a port going into “pvid inconsistent state” or “BROKEN”.

This happens when a Cisco device is connected to a non-Cisco device with an 802.1q trunk and the non-Cisco device is in turn connected to another Cisco device with a non-trunk link. The picture provides an example.


[image: image5.wmf]TRUNK CARRYING VLAN 90

non Cisco switch (CSS)

Cisco switch (6500)

BPDU vlan 90

0100.0CCC.CCD

802.1q TAG

INCONSISTENT PORT STATE

VLAN 90

BPDU vlan 90

0180.C200.000

BPDU vlan 90

0100.0CCC.CCD

bridge id VLAN 90 00-D0-04-5C-B8-59

bridge id VLAN 90 00-10-58-04-2a-c1

bridge id VLAN 90 00-D0-04-5C-B8-59

PVID INCONSISTENT


The event that triggers the “port inconsistent state” is the reception of the 0100.0CCC.CCCD BPDU from an access port. If an 802.1q trunk is connecting a Cisco device to a non-Cisco device, the first will send Cisco proprietary BPDUs for each VLAN defined on the trunk (besides the IEEE BPDU for VLAN 1), the second device will just flood (tunnel) Cisco BPDUs on all the VLANs. As a consequence another device attached to the non-Cisco switch will receive those special BPDUs. If this device is a Cisco device the port receiving those BPDUs will be put into “port inconsistent state”. The following are the messages you would see on a 3500 switch.

%SPANTREE-2-RX_1QNON1QTRUNK: Rcved 1Q-BPDU on non-1Q-trunk port 6/1 vlan 849

%SPANTREE-2-RX_BLKPORTPVID: Block 6/1 on rcving vlan 849 for inc peer vlan 6

switch_Cat6509> sho spantree 6/1

Port                     Vlan Port-State    Cost  Priority Portfast   Channel_id

------------------------ ---- ------------- ----- -------- ---------- ----------

 6/1                     849  type-pvid-inc    19       32 disabled   0
Why Cisco switches adopt this behavior?

The “port inconsistent state” protection serves the purpose of avoiding loops in some configuration scenarios. The following picture better explains the concept.
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In the above picture the assumption is that there is no check on the 0100.0CCC.CCCD BPDUs for access port. The non-Cisco switch is a generic MST switch. The Cisco switch is set to have the lowest priority for both vlan 1 and vlan 90. As a consequence for the non-Cisco switch the root port is the trunk port. The non-Cisco device will also send IEEE BPDUs on the access port for vlan 90 with the root id of the “Cisco-switch VLAN 1”, so that the access port on the Cisco switch will be the RP for vlan 90.

As it can be seen from a Spanning-Tree perspective this scenario is completely messed up, because none of the ports is supposed to be blocking: the 6500 is the root for both vlan 1 and 90 so all of its ports are Forwarding, but the access port for vlan 90 is also a Root Port because the root switch for this VLAN is the bridge ID of VLAN1 whose BPDUs are coming from the non-Cisco switch… The non-Cisco switch in turn has a RP (the trunk port) and a DP (the access port).

The previous two paragraphs are pure speculation but they clarify why the need for the protection.

Recommendations for 802.1q, PVST+, MST interoperability

When connecting two devices via an 802.1q trunk, one device running PVST+ and one running MST the following guidelines should be followed:

· Make sure that the native vlan at both ends of the 802.1q trunk is the same

· Make sure that the trunk is carrying vlan 1 (in order to have a common spanning tree)

· Make sure that the native vlan of ports being connected by the trunk is vlan 1 
· Connect PVST+ devices to the MST cloud always using trunks never using access ports

It is important to carry vlan 1 on trunks in order to create a common spanning tree between the Cisco and the non-Cisco devices, and to tunnel the other BPDUs on the common spanning tree.

It is important to ensure that the native vlan be vlan 1 to avoid confusion about the root election on the native VLAN.

It is important to connect to the MST cloud using trunks (of 802.1q type) because the “Cisco PVST+ 802.1q BPDUs” need to be tunneled on the Common Spanning Tree and the Common Spanning Tree can only be build by carrying VLAN 1.
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