Chapter 2: Technology Overview � 


�"The death of distance as a determinant of the cost of communicating will probably be the single most important force shaping society in the first half of the next century.  Technological change has the power to revolutionize the way people live, and this one will be no exception." 





Frances Cairncross, in The Death of Distance, Boston: Harvard Business School Press, p. 1. 








Prologue





	Everyone talks about the Internet, and how it is revolutionizing society.  Some are skeptical of its economic impact so far, but it has certainly altered how millions of people in industrialized countries spend their time and go about their daily lives.  The Internet is just the latest in a series of technological advances that made long distance communications quicker, easier and cheaper.  These technological developments all came from breakthroughs in basic science, but often it was practical tinkerers who found ways to turn these discoveries to good use.





	The telegraph, telephone, radio and television were all milestones in long distance communications without physical transport.  Words and pictures no longer had to be sent stored on paper or another physical medium. Wires or the air itself became the medium for sending information, as electromagnetic waves or as electrical impulses.  This ongoing communications revolution met up with another set of technological advances that also came from the same source in basic science, 19th century discoveries concerning electricity and magnetism.  The ability to use the passage of electric currents to perform numerical calculations led to previously unimaginable abilities of computation.  Modern information technology was born just about the time that television, the last of the “classical” advances in long-distance communications was invented.





	What has happened is that information technology has renewed and accelerated advances in long distance communications.  The Internet is the culmination of this process. Over a hundred and fifty years of invention and discovery are encapsulated in the technological advances underlying the Internet.  The result is a bewildering array of technological concepts, that it seems only sophisticated scientists can keep up with.





	Is it possible to describe the technologies that make the Internet possible? Can we explain some of the many acronyms that populate cyberspace, seeming to multiply in Malthusian fashion?  Where are we heading as we develop the ability to exchange ever large amounts of information at lower and lower cost?  





	For some basic answers, read on!


�
2.1 Introduction


	This chapter tries to provide a simple overview of the technologies that make the Internet work.  At the heart of everything is basic information technology, or electronic computing.  We describe the components of computers in simple terms in Section 2.2.  Section 2.3 describes the set of communications technologies that preceded the Internet, including the telegraph, telephone, radio, and television.  





	Section 2.4 lays out the core features of the Internet and the World Wide Web.  We describe how the Internet is different from the traditional phone network, in using packets and packet-switching rather than establishing continuously open circuits for transmitting data.  We also explain the three basic components of the Web, HTML, HTTP, and URLs, and their functions.  We give short histories of both the Internet and the Web.





	Section 2.5 provides some more information on electronic networks.  We discuss EDI as a predecessor to the Internet as a method of business-to-business exchange of commercial data in electronic form.  We describe how networks that make up the Internet are themselves structured, including the different roles of clients and servers, as well as local networks and corporate “Intranets”.  Finally, we describe how email, one of the first and still one of the most popular uses of the Internet, works, and how it is evolving.





	Security on the Internet and the Web is the subject of Section 2.6.  Security of electronic data is a complex subject, since it relies at its heart on sometimes-deep mathematics.  We therefore avoid the detailed mechanics of how encryption of electronic data is accomplished.  The focus of this section is on describing the different types of security issues, including authentication, confidentiality, access control, and protection against malicious attacks, as well as providing some basics on how these goals are accomplished.





	In Section 2.7, we go into the technological developments that have enriched the World Wide Web, adding all kinds of capabilities for sound, video and interactions by Web users.  We try to outline quite simply the range of technologies that have complemented or supplemented the basic components of the Web, to make these enhancements possible.  In this section, we also give an overview of other technological developments.  We describe methods of connecting to the Internet, and how they are changing, particularly with the introduction of wireless access from handheld devices such as enhanced cell phones.  We next consider aspects of decentralized communications such as “peer-to-peer” computing and instant messaging.  Finally, we describe how a new standard for e-commerce communications on the Internet is emerging.  Called XML, this is a “meta-language” that allows one to create new markup languages (HTML is the markup language we use on the Web) for specific purposes in ways that allow data to be easily exchanged by anyone, independent of the nature of their underlying internal computer systems.











2.2 Computing Basics


	A computer is essentially a machine for storing and processing information.  While one might count the abacus or mechanical, gear-based calculating machines as computers, we really use the term now to mean electronic machines that use on-off electrical signals to convey and process information.  The two states, ‘on’ and ‘off’, based on whether an electric current is flowing or not, represent the digits 1 and 0.  These are ‘binary digits’ or ‘bits’.  Ultimately, all information that is input to a computer, and is processed by it, is translated into bits.  For example, the number 2 is expressed as 10 in bits, and 4 is 100.  The number 7 is expressed as 111.  Letters can also be coded as binary numbers.  For example, in the American Standard Code for Information Interchange (ASCII), A is 01000001, B is 01000010, and so on, to Z, which is 01011010.  These letters are represented by 8-bit long strings: 8 bits are called a ‘byte’.  Bytes are the basic unit of measurement, and are now most familiar to household computer users in the term ‘megabyte’ (abbreviated to MB), which is roughly a million bytes.





Inputting Information The very first, simple electronic computers required information to be provided to the computer directly in bits. Computer users no longer have to input information in what would now be an incredibly cumbersome manner.  Instead, we do so in ways that are convenient for us, including the keyboard, mouse, and microphone.  Several intermediate steps result in the action we take producing the electrical impulses that the ‘brain’ of the computer then works with.  The microphone example has, till recently, typically referred to the recording of music, but now technologies are available that allow one to give spoken instructions to the computer, triggering processes within it.  Heat and light may also be inputs that are converted to digital electronic signals: digital thermometers and digital cameras are special purpose devices that use such capabilities.





	Another aspect of inputting information concerns not just the nature of the physical devices that are used for input, but also the manner in which the information is provided.  When we type in instructions on the keyboard, or – as is now more typical for everyday home users – use the mouse to click on a word or symbol on the screen, this instruction must be translated into a form that the ‘brain’ of the computer can understand.  There may be more than one step in this translation, but ultimately, this will take the form of strings of bits that can be physically represented by on-off electric impulses.





Storing Information We have made as much progress in storing information as in inputting it to a computer.  The first electronic computers had no storage capabilities.  Now we are able to store enormous quantities of information on our personal computers: programs, documents, music, pictures, even movies.  Information can be stored in several ways, the most common of which are memory chips, magnetic disks and tapes, and compact disks.  





	Memory chips use electrical storage.  Bits of information are stored as on-off sequences of electrical charges.  This information may be permanent and unchangeable (Read-Only Memory, or ROM), or temporary (Random-Access Memory, or RAM). The latter requires a constant source of electric power to preserve the information. A third kind of electrical storage is flash memory chips: their contents can be altered, but they preserve the information even if their is no power input.  They are particularly useful for small computers, such as those inside digital cameras or mobile phones. 





	Magnetic disks and tapes, including the familiar ‘floppy disk’ as well as the personal computer’s ‘hard disk’ (which will actually be a stack of magnetic disks) or ‘fixed disk’, store information as ordered magnetic fields.  This storage does not require electric power to preserve its information.  Thus the information on a hard disk is preserved even after the computer is turned off.  Similarly, information written on floppy disks is saved even if the disk is removed from the ‘drive’.  A disk drive is the mechanism that reads information sent in the form of electrical impulses, and then writes it as magnetic fields, or performs the reverse operations to retrieve that information.  While magnetic storage preserves information if we want, it can also be changed.  We can retrieve a document file from our hard drive, type in some information, and save it with the same name, updating the information stored on the disk.  Or we can delete a file, which frees up that space on the disk to be overwritten with new information (but does not actually physically alter the magnetically stored information at the time of deletion!).  One of the most common forms of magnetic storage is the stripe on the back of credit and debit cards, and increasingly on all kinds of other cards as well.





	In many situations, magnetic storage is slowly being replaced by optical storage.  The most familiar form of optical storage is the compact disk, which stores information as tiny pits in the surface of the disk. Music CDs were the first common use of this technology, but CD Rooms for storing computer programs quickly became prevalent.  As the name implies, the CD ROM has the property that its information cannot be altered, it is ‘Read-Only’.  This can be positive when we want to preserve the information against accidental erasure, but means that CD Rooms are not a substitute for magnetic storage where the ability to alter the stored information is required.  New technology has brought down this barrier as well.  In traditional CDs, the pattern of  pits produces a sequence of reflections of a laser beam, which are then translated to electrical signals. Instead of using pits, recordable and rewritable CDs uses dark marks to achieve the same goal.  Recordable CDs create permanent marks, so the information is fixed once it is recorded.  With rewritable CDs, the dark marks can be erased, so that new information can be stored on the same CD.  CDs have an advantage over floppy disks or similar forms of portable magnetic storage, in that the amount of information they can hold (typically 700 MBs) is much greater than portable magnetic disks.  There are other forms of optical storage as well: the ubiquitous bar codes on the products we buy and digital film are two other examples.





Processing Information The abilities to input and store information are important adjunct capabilities, but the essence of a computer is its ability to process information.  Conceptually, the simplest example of information processing is performing numerical calculations.  The operation 1 + 1 = 2 is just 1 + 1 = 10 in binary digits, and the computer, through the operation of electronic ‘gates’ that control the flow of an electric current, performs the addition.  Note that the symbol ‘+’ is different from the symbol ‘1’.  The latter symbol stands for a quantity: it is ‘data’.  The plus sign, however, is an instruction.  However, it must also be represented by a string of bits for the computer to be able to carry out the instruction.  The instruction ‘add’ determines how electronic gates operate to combine an electrical impulse representing ‘1’ with a prior impulse representing ‘1’, to get an electrical impulse representing ‘10’, or 2 in our decimal system.  All computer operations boil down to large numbers of these kinds of actions, taken at lightning speed.  Even actions such as word processing or Web surfing, which, from our perspective, have nothing to do with numbers or mathematics, are ultimately reduced to logical operations with bits of information.





	So what?  Our purpose in outlining the above has been to conceptually describe the computer’s ‘brain’, and relate it to its physical manifestation, which is in millions of transistors (the electronic gates) connected by electronic circuits.  These circuits and transistors are miniaturized and squeezed (as integrated circuits) on to tiny wafers of silicon, or microchips.  Microchips may be memory chips. A microprocessor is a microchip that specifically carries out instructions.  The main microprocessor that governs the computer’s working itself, is the central processing unit (CPU).  Other, specialized microprocessors may be used for processing mathematical operations, graphics and video, or sound.  While we are most used to thinking of a computer as the box with all the input and storage devices that sits on our desk, the essence of the computer is the microprocessor, and this is the sense in which cell phones, digital thermometers, digital cameras, and even cars and kitchen appliances have computers inside them.  These microprocessors may be specialized, and the ways in which information can be input or output are different and limited, but they are computers nevertheless.





The microprocessor is the essential hardware of a computer, but it is useless without some very basic (but complex) instructions that govern the computer’s functioning.  These instructions are software, and exist at various levels.  Some must be embedded in the hardware, to get everything going from scratch.  Others are stored on the computer’s hard drive, and can be altered and updated more easily.  We may loosely refer to all these layers of instructions as the computer’s operating system. The operating system is a set of programs that directs electric power to the computer’s hardware, directs data and other programs in and out of the computer’s memory, communicates with the keyboard, mouse, monitor and printer, and performs other housekeeping chores. In everyday use, this term is not very precise, since all sorts of functions that are convenient, but not essential to the computer’s functioning, are now included in operating systems.  The best known operating system is, of course, the one that sits on over 90 % of desktop computers, namely Microsoft’s Windows, in all its different incarnations.  One of the key issues in the US government’s antitrust suit against Microsoft has been whether or not Microsoft’s web browser, Internet Explorer, is now an integral part of the Windows operating system.





Outputting Information At one time, when computers were big enough to fill up whole rooms, information, in the form of a program to execute some tasks, was input through punched cards.  The output, showing the results of the calculations (or, if one was unlucky, just listing the mistakes in the program that kept it from doing the calculations), was in the form of a printout on special ‘computer paper’.  The computer monitor fundamentally changed the nature of this process.  Besides showing the results of the keyboard input, the monitor also shows the computer’s output.  One could type in a whole computer program (say, a set of instructions to calculate the square root of 2), check it on the screen for accuracy, and then ‘send’ it for execution.  The computer would then complete the task and send the results back for display on the screen.  The screen is the output mechanism both for our initial input, and the results of the computer’s processes.  With a mouse, the screen is our guide to input, since the guiding visual information is no longer the labels on the keyboard, but the appearance of the screen itself.  In practice, therefore, the screen has become an interactive device, rather than just an output mechanism: the touch screen is an even purer example of this phenomenon.





	The above description of the role of the computer monitor may seem quite labored: we take the screen interface with the computer so much for granted.  Emphasizing it also emphasizes how quickly and dramatically information technology has changed in less than a generation.  While the speed of information processing and capacity of information storage have improved by mind-boggling amounts in the same period, the screen interface has fundamentally altered how we interact with computers. The graphical screen and the mouse are, of course central to the World Wide Web.  Clicking on hyperlinks (we explain this term below) to jump from one set of information to another is the essence of cyberspace as we now experience it.  





	The traditional output method of printing still exists, of course, but in a much richer form, with much greater control.  We print almost anything we want, when we want, in the look that we want.  Printed output is no longer the method of seeing what the computer has done.  Instead, it is simply a translation from the electronic format that is represented on screen to paper. 





	Another aspect of outputting information that is relatively new, and also growing in importance for e-commerce, is sound.  Just as sound waves can be recorded and converted to digital files, to be stored on a CD or a hard drive, this process can be reversed to allow us to listen to music, news, or any other sounds that have been stored as sequences of bits.  The combination of sophisticated audiovisual information forms, of course, the basis for all the computer games that are so popular, and a surprisingly significant part of the economy.








2.3 Communication Networks


	The telegraph is the almost-forgotten progenitor of all modern communication networks, including the Internet.  Samuel Morse invented the code of dots and dashes bearing his name, and then constructed the electric telegraph, which carried this code as electrical impulses.  In 1844, therefore, we had the first rapid long-distance communication method.  Information was converted from human language to Morse code, sent as electric signals over copper wires, and received and retranslated moments later, hundreds or thousands of miles away.





	The telegraph has not entirely disappeared.  Its use of central sending and receiving stations, with human delivery to and from these, plus its technical simplicity and relatively low cost in general, mad it a very durable basis for a long-distance communication network, particularly in poorer countries.  However, its importance was steadily eroded by another invention that followed the telegraph by about 30 years: the telephone.  The basic telephone network, just as the telegraph, also uses electrical signals over copper wires.  Instead of relying on a cumbersome code, however, the telephone permits information to be sent by being spoken, and received by being heard.  Key steps are therefore converting sound to electrical signals as well as reversing this process.  Therefore the invention of the telephone also required the invention of the microphone and the loudspeaker.  The telephone also initially required the simultaneous presence of the speaker and the listener: low-cost sound recording technologies suitable for home telephone users came later.  A final difference from the telegraph is that, at least in industrialized countries, the telephone network became much denser and more decentralized than the telegraph network: within a few decades of its invention, the majority of US households had telephones.  This was clearly driven by the fundamental differences in the two styles of communication.





	The third fundamental development in communication networks came with the invention of the radio, which dispensed with the need for wires.  Sound was now converted to electromagnetic waves that could travel through the atmosphere.  The radio became an essential two-way communication tool where wires were unavailable or inaccessible: for example, in ships, warfare, exploration and for anyone living in a remote location.  Household users, however, have experienced the radio more as a one-way communication medium, with news, music and entertainment being broadcast into the home, and, after the radio became portable, to the beach and the car as well.





	Wireless communication went far beyond the radio with the invention of television, which added moving pictures to sound in what, even after the Internet’s importance is recognized, may still be considered one of the most powerful methods of long-distance communication ever invented.  Television was, however, resolutely one-way communication, with content broadcast simultaneously by large companies to millions of households.  The television is still, perhaps, the central appliance inside any house or apartment in the US.





	Wireless and wired communication technologies and networks have also been freely mixed.  Radio links using relay stations and satellites became part of the global telephone network, while the television used cables to deliver a greater array of content to households than was possible with broadcasting through the air. Most recently, the wires that tied us to fixed locations for telephone use have been superseded by wireless methods – the cell phone and its digital descendants. This entire communication network, and the companies that own and maintain it, are important for understanding the foundation on which the Internet was built, and on which it will continue to grow.





The Telephone Network Before turning to the Internet, it is important to describe more closely some additional features and developments in the telephone network.  First, in addition to copper wires and wireless connections, the network also uses fiber-optic cables.  These carry information as light rather than as electricity or electromagnetic waves.  The information-carrying capacity of fiber optic cables is much greater than other transmission mechanisms, and they increasingly form the core of all wired communication networks.  





	Whatever the nature of the transmission medium in the network, a key feature of traditional telephone communications is that they take place over circuits that are continuously open for each interaction that takes place.  In other words, when you call your friend across the country, a circuit is created going from your telephone to hers, and that circuit remains in effect from the time that she picks up the telephone as it rings, until your conversation is over and you both put the phone down.  This seems quite natural, of course, and is worth noting only because the way that the Internet works is so radically different, as we shall see in the next section.





	How is the open circuit established?  There are important two aspects of the network that we can highlight.  First, the network requires switching equipment that can connect pieces of the network to create circuits over which conversations can occur.  This switching equipment used to be mainly mechanical in nature, but over time it became electronic, and therefore became susceptible to the use of information technology and digitization.  Thus the telephone network consists not just of wires and wireless relay stations, but also a vast collection of special-purpose computers that accomplish the switching needed to constantly make and break live communication circuits as required by people wishing to speak to their friends, family, stockbrokers, customers, and so on.





	The second feature of the telephone network is its centralized, or hierarchical nature.  Long distance connections are made between main exchanges, which house the switching equipment needed.  From the main exchanges, local exchanges radiate out with their own switching equipment, and from those the connections to the surrounding individual houses and businesses exist.  The telephone ‘address’ system of area codes and prefixes within area codes represents the hierarchical nature of the physical network








2.4 The Internet and the World Wide Web


	We now turn to the heart of what makes e-commerce possible: the Internet and the World Wide Web.  The Internet is a global computer communications network, while the World Wide Web is a tool that makes the Internet easier to use, and more powerful for users.  While the Internet and the Web have together revolutionized communications and information-sharing, they have built firmly on prior general developments in information technology and communications networks.





	Where the Internet came from The seeds of the Internet were contained in a project of the Advanced Research Projects Agency (ARPA) of the US Defense Department.  In the 1960s, ARPA supported the development of a network connecting computers at different locations, as a way of sharing and combining computing power.  Universities and defense contractors were the original members of ARPANET.  In the mid-1980s, the National Science Foundation (NSF), another US government agency, combined ARPANET and other research computer networks with new links, to create the NSFNET.





	The NSFNET was remarkably successful, and soon traffic had grown beyond the NSF’s capabilities to manage it. Private sector firms, such as MCI and IBM, were then brought in to upgrade and manage the NSFNET.  From the late 1980s growth has been spectacular, as the potential for commercial uses of computer networks began to be realized.  In 1990, ARPANET was obsolete, and was formally decommissioned, but by this time hundreds of individual networks were interconnected. In 1991, the High Performance Computing Act of 1991 established the National Research and Education Network (NREN), which superseded the NSFNET.  By 1995, NSF had removed its funding role from the core of the network, and, while government-supported networks still exist (especially for the original motives of defense and scientific research), the great bulk of the job of maintaining, upgrading and growing the network of networks is with the private sector.





	In brief, the Internet is the entire network of thousands of individual networks, all of which can communicate with each other.  In other words, all these networks are interconnected. This is a key feature that we discuss below.  The Internet grew out of a government-university collaboration, entirely for noncommercial purposes, but is now dominated by the private sector, both in the building and maintenance of the network, and in its use – for electronic commerce.  When did the Internet actually begin? There is really no exact starting date at which the Internet was officially born.  It really entered public consciousness in the 1990s. It took its essential shape in the mid-1980s.  However, as early as 1979,  ARPA had established the Internet Configuration Control Board (ICCB), so the term was in use at least as far back as then.





How the Internet works Somewhat like the telephone network, the Internet has a hierarchical structure, with local lines or networks connecting to regional networks, which in turn connect to the Internet ‘backbone’.  In fact, much of the actual infrastructure of wires and cables that carry Internet traffic is exactly the same lines that carry telephone conversations.  We are familiar with this sharing at the household level, when we use a modem to dial up an Internet Service Provider (ISP) to access the Internet: the information comes to and goes from the home computer over the local phone company’s wires.  In fact, much of the backbone, which typically consists of fiber-optic lines with huge capacities for carrying data, is owned by the major long distance carriers such as AT&T and Worldcom (MCI).





	However, a major difference between the Internet and the traditional telephone network is that the Internet is more decentralized, and therefore not as hierarchical in its physical structure.  For example, businesses may locate their Internet computing power near the Internet backbone, accessing it almost directly.  They do not have to go through any equivalent of local telephone exchanges in accessing or sending data over the Internet. One reason for this difference is that the requirements for data traffic (in the form of streams of digital bits) are much more variable than the requirements of voice traffic.  If regular telephone conversations were of the same nature, businesses would have found it economical to connect more directly to the telephone network’s backbone.  In fact, establishing connections for Internet data means that the routes taken by telephone conversations can also change.  However, the major reason for the difference in the physical structures of voice and data networks has to do with the precise way in which data travels the Internet.  This method is fundamentally different from how telephone calls are transmitted.





	As we noted earlier, when you dial a telephone call, switches in different locations create a dedicated circuit, which stays open until the call ends.  Internet traffic travels in a very different manner.  Consider the example of an electronic mail (e-mail) message.  When you type it in and click on the ‘send’ button, the digital file that holds all the message information is split into pieces called ‘packets’.  In this process of splitting, these packets have identifying information attached to them that will enable the message to be reassembled by the recipient’s computer.  These tasks of disassembly and reassembly are accomplished by a software program called the Transmission Control Protocol (TCP).





	Packets are sent through the Internet by another software program, the Internet Protocol (IP).  The IP and TCP are closely connected (in fact were originally a single program), and must work together, and are often referred to jointly as TCP/IP.  The IP adds information on source and destination, and directs packets through a series of routers.  Routers are special-purpose computers that dynamically decide where a packet will go next.  Typically, there will be multiple possible routes that a packet can take.  Hence, different packets in the same message may take different routes before finally arriving at the recipient’s computer and being reassembled into a single file again.  The packet-switching method of sending data economizes on resources, since a dedicated circuit does not need to be open during the whole transmission.  Secondly, it is relatively failure-proof, since packets travel multiple possible routes.  Both these properties were initially motivated partly by the security concerns of the US Defense Department, but they are naturally and generally appealing for transmitting streams of bits.





	How do the packets know where to go?  Just as telephone numbers are assigned to particular locations (homes and businesses), computers connected to the Internet have numbers, called IP addresses.  There are a couple of differences from the telephone numbering system.  While organizations such as universities and businesses may be assigned sets of IP addresses (somewhat like being assigned to area codes for telephones), individual computers typically do not have permanent IP addresses.  Thus each time I log in to the university’s computer, my personal computer will be assigned an IP address (from within the university’s set of addresses) for that session, enabling communications on the Internet, but the next session may involve a different assignment.  My e-mail address, of course, remains fixed.  The computers involved in the connection make the requisite translation between the permanent user name and the session-specific IP address.  This highlights another difference in how we use Internet addresses.  We work with descriptive names, such as www.ucsc.edu, and not the IP addresses themselves.  The computer makes the link between the ‘domain name’ and the IP address.  In the case of email, there is not a unique correspondence between an email address and an IP address. If someone receives email at the address ‘student@cats.ucsc.edu’, this address is one of many that resides on the university’s computer that has the job of handling email.  It has an IP address, permanent in this case, but there is no IP address corresponding to the individual student’s email address.  If she logs in to a university computer from her home computer to check her email, then her home computer will be assigned a temporary IP address from the university’s set of addresses.





	The power of computing makes the Internet very user friendly in some ways.  Someone sending an email does not have to know any technical information about packets and packet-switching, IP addresses, and so on.  She only needs to know the email address of the person with whom she is corresponding.  All the rest of the process is handled by a series of software programs that work with each other to automatically accomplish the job of delivering the email halfway around the country, or the globe.  The operating system, email program, TCP, IP, and router software all have a role in this transmission, which may be accomplished in just a few seconds. Yet another development, however, was needed to make the Internet friendlier and more useful by several orders of magnitude.  This was the World Wide Web.





Where the World Wide Web came from While some of the ideas that ultimately found practical expression in the World Wide Web were proposed as early as 1945, the Web actually began to take shape in 1989, at a specific place, and with a single main creator, Tim Berners-Lee.  Berners-Lee himself defines the Web in an abstract way, as “the universe of global network-accessible information”� or as “an interactive world of shared information”.  In practical terms, the Web is made up of “interlinked pages of text, images and animations, with occasional sounds, three dimensional worlds, and videos.” Of course, since Berners-Lee wrote those words in 1996, sounds and videos have become much more common.





	The idea of “hypertext” (see below), a key to the functioning of the Web, was developed and given that name in the 1960s, around the time the seeds of the Internet were being sown. However, the basic architecture of the World Wide Web was proposed only in 1989.  It was designed specifically to allow easy linking from any user to any set of data.  The idea was precisely to do away with structural and hierarchical constraints that characterized standard computerized databases of information: the system would be flexible and open to all, and it could grow easily through incremental additions that did not require changing what was already there.





	At the time the Web was conceived, Berners-Lee was working at CERN, the European Laboratory for Particle Physics, located near Geneva, in Switzerland.  The Web therefore began as a system for information exchange among a small group of highly-trained scientists!  Development of the Web began in earnest in 1990, and was given its name in the same year.  By the next year, it was actually in use, with SLAC, the Stanford Linear Accelerator Center in California becoming the first base for the Web in the US.  By 1992, the Web was beginning to take off, but still lagged behind other Internet information sharing systems such as Gopher (which has now largely been superseded).





	The first “browsers” for the Web were developed in 1991 and 1992, allowing Web information to be retrieved whatever the underlying computer operating system.  However, Marc Andreessen, at the National Center for Supercomputing Applications in Illinois, together with colleagues, developed a more versatile browser in 1993. This program, named Mosaic, allowed a graphical interface for the user (Windows is a desktop operating system that also has a graphical interface).  Mosaic became the precursor of Netscape (founded in 1994), which quickly became immensely popular, making “Web surfing” an everyday activity for millions of people.  Microsoft, fearing that the Netscape browser would erode the importance of its Windows operating system, developed its Internet Explorer as a competitor.  Internet Explorer now dominates the browser market, though it is not sold separately, but bundled with the Windows operating system.  The browser is important because it determines how people experience and use the Web for information-gathering, entertainment, and now for commercial transactions.





How the World Wide Web works There are three crucial components of the World Wide Web: HTML, HTTP and URLs.


HTML (Hypertext Markup Language) HTML is the computer language that determines what a block of text in a document will look like, and that allows you to jump to viewing different documents stored on different computers on the Internet.  The code that controls appearance is set off from the text as tags.  This idea is quite an old one, going back to old-fashioned computer typesetting programs.  For example, boldface is achieved as follows:


<B>HTML</B>


The characters before and after “HTML” mark off the text, which will appear on screen as HTML, if viewed through a program that understands the code, i.e., a Web browser.  A normal word processing program would just show the markup characters as above.  A browser can also show the HTML code, if you click on the command to view the “source code”, and newer versions of word processors also can display HTML documents as they would look within a browser.


	The most important feature of HTML, however, is its ability to incorporate links to other HTML documents – this capability puts the “hyper” in “hypertext”.  When we view an HTML document, links are often indicated by text that is underlined, and in a different color.  Clicking on that special text then starts a process that culminates in the linked document being displayed in our browser.  For an example of how this works, see the Illustration Box





Illustration Box


Hyperlinks, Hype and Hamlet





First, here are excerpts from an article at Salon.com:


Loudcloud's silver lining: Will the IPO of Marc Andreessen's infrastructure company mark a change in the Net market's gloomy weather?


By Scott Rosenberg	Sept. 28, 2000


(Source: http://www.salon.com/tech/col/rose/2000/09/28/loudcloud/index.html)





Loudcloud is loud simply because the company was founded by Marc Andreessen, the Internet legend who led the team responsible for the first graphical Web browser. After Mosaic, Andreessen went on to co-found Netscape; the rest is Wall Street legend. Andreessen's presence guarantees volume.


... ...


Remember the passage in "Hamlet" where the prince tweaks Polonius by insisting that a cloud looks like a camel, then a weasel, then a whale? In its short history (the firm is about a year old) Loudcloud has at times been equally hard to pin down. Today it offers clients "solutions" in the form of a "suite of services" that "addresses the challenges of deploying, maintaining and scaling mission-critical Internet operations." 





Now that the company has filed to go public, however, it has been required as part of its IPO to issue a disclosure statement known as an S-1 filing. The S-1 typically includes a description of a company, full financial statements, stock breakdowns and a section on "Risk Factors" outlining everything that could go wrong for the firm -- every potential mishap is laid on the table so that investors aren't, as it were, blindsided by any downsides.


(end of excerpts)





There are five underlined words or phrases in the excerpts.  Each of these represents a hyperlink, to another document accessible via the Internet and the World Wide Web.  Each document may be on a completely different computer, in a different location from the original Salon article. The hyperlink marked by “Loudcloud” takes one to the Loudcloud company web page.  How does it do so? The HTML source code looks like this: <a target="new" href="http://www.loudcloud.com">Loudcloud</a>.


So what we see as merely an underlined word in a different color actually has some instructions attached to it, which will take the viewer to the Loudcloud web site.  The remaining four links have similar tags, and take one, respectively, to a listing of Salon articles featuring Andreessen, a lengthy excerpt from Hamlet, an article on the company from ecompany.com, and the company’s S-1 from Edgar Online.  With five clicks, one can get a range of information with an ease unimaginable before the Internet and Web. The remaining four links are:


http://www.salon.com/directory/topics/marc_andreessen/index.html


http://www.allshakespeare.com/plays/hamlet/3-2b.shtml 


http://www.ecompany.com/articles/mag/1,1640,6604,00.html


http://www.freeedgar.com/Search/ViewFilings.asp?CIK=1100813&Directory=1032210&Year=00&SECIndex=1940&Extension=.tst&PathFlag=0&TextFileSize=1495666&SFType=&SDFiled=&DateFiled=9/26/2000&SourcePage=FilingsResults&UseFrame=1&OEMSource=&FormType=S-1&CompanyName=LOUDCLOUD+INC


�
�



HTTP (Hypertext Transfer Protocol) All the file locations in the Illustration Box begin with “http”.  Hypertext Transfer Protocol, as the name suggests, is the set of software instructions that allow computers connected to a network to communicate with each other with respect to requests for HTML documents.  Computers at both ends of the communication must have HTTP programs installed on them, to accomplish this.





	HTTP was created to be more flexible than the previously existing File Transfer Protocol (FTP), and it has proved to be so, handling various enrichments of HTML (discussed in Section 2.7 below).  FTP is still a useful, general purpose way of transferring files of any kind from one computer to another. The transfer still requires an Internet connection, but is not done through the Web. FTP physically copies the entire digital file to the new computer, whereas HTTP will not do so unless one explicitly “downloads” the file.  Thus HTTP is much more economical in using network resources when our goal is to “browse”, rather than to capture every bit of information we come across.





URL (Uniform Resource Locator) A URL is basically a World Wide Web address.  Thus the URL for the Loudcloud company Web site is:


 http://www.loudcloud.com.  


The actual HTML file that will open up to us may have the URL http://www.loudcloud.com/index.html (see the other hyperlink examples in the Illustration Box). Web browsers now typically do not require us to type in everything before the “www”, so URLs may often be stated without the initial “http” and symbols.  Each hyperlink therefore contains a URL, as in the Loudcloud example in the Illustration Box.





	Tim Berners-Lee points out that URL is actually a particular example of a more general concept, the Uniform Resource Identifier (URI), which can point to anything, not just what we might conceive of as a “location”.





	In this section, we have outlined the very basic history and features of the Internet and the World Wide Web.  In the following sections, we add to this picture, describing other aspects of this remarkable global resource, as well as recent and ongoing developments in the technologies that make it work.








2.5 More on Networks


	In this section, we briefly describe three additional aspects of computer-based communication networks. We first consider Electronic Data Interchange (EDI), which is a business-to-business method of electronic communications.  Next, we discuss the structure of networks and role of individual computers within the Internet and private networks.  Finally, we describe electronic messaging as a use of the Internet, and of the Web.





Electronic Data Interchange The concept of EDI began to be developed in the 1960s, but the first, rudimentary EDI standards came in 1975.�  The motivation was very much to economize on the amount of paper that had to flow between businesses engaged in commercial transactions, to speed up information flows, and to tie them more closely to movements of products being bought and sold.  Thus EDI, unlike the precursors of the Internet, had an explicitly commercial motivation.





	The idea of EDI is that business documents such as purchase orders, invoices, shipping notices, and so on, can be exchanged as digital files, reducing manually performed steps and increasing speed.  As companies implemented information systems to manage their internal data and operations, they  also looked to extending this automation outside the boundaries of their firms. In the late 1970s, large companies began implementing customized EDI with their most important suppliers or buyers. This required each communicating pair to agree on the standards to be used for the digital information. 





	In 1982, the American National Standards Institute (ANSI) published a set of national standards for interindustry exchanges of electronic purchase orders and other business documents.  The ANSI standard was called X.12, and was flexible enough to be used by a variety of industries.  In retailing, the X.12 standard was integrated with the UPC (Universal Product Code) standard.  EDI, UPC codes, and point-of-sale (POS) terminals built into cash registers allowed retailers to know instantly what was selling and what was not, leading to more efficient purchasing and inventory management, in a behind-the-scenes information revolution that occurred in US retailing in the 1980s.  





	Alternative standards have been developed for EDI in banking and finance, and  specialized, EDI-like systems exist for Electronic Funds Transfer (EFT).  ATMs and POS terminals are the consumer interfaces with these networks.  However, the main early users of such networks were businesses.  for example, Sears, Roebuck and Co., the largest US retailer in 1988, paid 200 suppliers electronically by that year.  General Motors began paying suppliers electronically in 1987.  Typically, however, financial EDI networks and EDI for business purchasing information remained separate.





	EDI may involve direct point-to-point connections between companies, with private lines leased from the phone companies to establish the connections.  Alternatively, EDI may be conducted through intermediaries, who would provide a value-added network (VAN) with electronic mailboxes where EDI information could be stored and retrieved.  VANs can also act as translators, enabling companies with different EDI standards to exchange information, or enabling a company using EDI to communicate with a company using FAX only.





	Much of the above description of EDI may be reminiscent of the Internet.  In fact, at an abstract level, EDI networks are just another set of computer networks that can be connected to, and incorporated in the Internet.  What are some of the differences? First, EDI networks often involve proprietary, incompatible standards, making communication across networks difficult or impossible.  The Internet’s open, universal standards represented a major advance over EDI in terms of ease of use and reach. Furthermore, the Internet has permitted a certain amount of free-riding in terms of using network capacity, making it possible for more users, including smaller firms, to communicate electronically. Finally, the World Wide Web has provided its own set of open standards that provided a remarkably convenient way of accessing and viewing all kinds of information.  Gradually, therefore, one can expect the physical infrastructure of EDI to be replaced or absorbed into that of the Internet and the Web.  This is the process that has sparked the frenzy of business-to-business (B2B) e-commerce, which is, perhaps just EDI for the masses.


	


Network Structures EDI typically takes place between business computers – large mainframes or their successors – that are symmetrically placed.  The nature of information sharing on the World Wide Web is often more asymmetric.  The basic nature of this kind of network computing is called client-server computing.  The client and the server are different kinds of computer, or different software packages.  The server provides a service to multiple clients, and has more powerful hardware as well as different kinds of software from a client.  For example, a Web server stores Web pages, and makes them available to individuals browsing from their desktop machines, which are the clients (the desktop browser is the client software).  A mail server manages e-mail for multiple clients.  Database servers manage data such as customer information, purchasing records, and so on.  Business logic servers handle online transactions, dealing with ordering, routing orders, and collecting payment information.  Servers that store and make digital music available on the Web have, of course, become popular and controversial.





	Thus as individuals surf the Web, they are constantly hopping from one server to another, from their desktop clients, while each server is constantly dealing with multiple requests from clients all over the country, or the world.  Each request for a particular page is a “hit”, and too many simultaneous hits can slow down a server or, in the extreme case, make it crash, i.e., stop functioning properly.  The complexity of e-commerce on the Web involves not only this constant traffic between clients and servers, but also the requirement that different kinds of servers work smoothly together.  Thus an e-commerce Web site will be powered not just by a Web server, but also database and (possibly multiple) business logic servers that all must exchange information among themselves in a consistent manner.  This complexity has spurred the growth of specialization in Web hosting.





	A host is simply a computer (or set of computers) that can make services available to other computers on a network.  Thus hosts and servers are almost synonymous in typical usage.  The difference in common usage is in terms of the level of aggregation.  Hosting a typical Web site means having multiple servers up and running.  So a single “host” site may be powered by multiple machines, each of which is an individual server.





	The client-server network structure is also common within large organizations.  Servers make available to employees (using desktop clients) corporate information that will be useful to them for their jobs, or simply keeps them informed: financial statistics, customer databases, payroll and benefits information, and so on. In such cases, the networks are private, and will not be accessible to outsiders.  Access may also be controlled by passwords or other authentication features (see the next section), allowing insiders to access the private network from outside.  If an organization has multiple locations, it may mimic a private network without the high cost of  dedicated connections by using the Internet to connect the different local networks, achieving what is called a VPN (Virtual Private Network).  Local networks themselves are often called LANs (Local Area Networks).  LANs will typically use Ethernet to create and manage the network, and SNMP (Simple Network Management Protocol) to communicate with devices connected to a TCP/IP network (TCP and IP are the communication protocols of the Internet).





	Before the Internet and Web exploded on the scene, large companies often had private networks using proprietary software.  For example, Novell had a successful business providing software (Netware) to make such corporate networks function.  Now Internet software tools can be used to create the same private corporate networks.  These are known as Intranets. Intranets may simply be single networks or, in the largest organizations, they may be private internets, combining several internal computer networks, across departments, divisions, or geographical offices. The advantage of Intranets is that selective access to partners and suppliers is much easier than when using proprietary or customized network software.





	


Electronic Messaging Electronic mail, or email, has been one of the most popular applications of the Internet.  Email does not require the World Wide Web to work, but a user must have an email client program.  Email programs such as Microsoft’s Outlook Express are now typically bundled in with the operating system, or with a “productivity suite” such as MS Office.  These programs offer a graphical user interface that was absent from the earliest email programs.





	Electronic mail uses a communication protocol that allows your desktop client to communicate with the email server, sending messages to the server, which then uses another communication protocol to send your message on the Internet to your designated recipients.  When you receive a message, the process is reversed. Your email address, such as student@cats.ucsc.edu, establishes what your mail server is, and that is where your email client will go to collect your mail. The @ sign is, of course, one of the foremost symbols of the Internet age, along with “.com”.  An example of a protocol that allows your email client and the email server to communicate is POP (Post Office Protocol), while a protocol that enables communication of the server with other email servers is SMTP (Simple Mail Transfer Protocol).





	Originally, email was just a way of sending simple text messages with little control over the layout.  Over time it has developed to allow different fonts, colors, and so on.  More importantly, all kinds of digital files can be attached to email text messages, allowing one to send pictures, sound and video as well as documents via email.  This gives email the characteristics of regular postal mail, where an envelope can contain letters, pictures, and even CDs.  Email can also be used for mass mailings, just as traditional mail can: the email equivalent of junk mail is “spam”. Important differences between email and paper-based mail are the typical advantages of digitization: greater automation and speed, and hence lower costs.  Sending out stock alerts to customers of a brokerage house, for example, does not make sense using postal mail, and telephoning a long list of customers is very cumbersome and time-consuming.





	One problem with email as we have described it is that, to collect your email, you need to connect to your email server.  An Internet Service Provider (ISP), such as AOL or Earthlink, will typically provide you with an email address and associated access to such a server as part of their service.  However, if you are browsing the Web from a computer that is in your office, the library, your friend’s house, or even an Internet cafe, connecting to your ISP may be inconvenient or impossible.  Web-based email solves this problem.  Web-based email is incorporated into your browser, which becomes your effective email client.  The Web server becomes your effective email server.  Wherever you browse the Web, you can send and receive email. Web-based email was most famously offered free by Hotmail, a start-up which was purchased by Microsoft.  Typically, Web portals such as Yahoo and Netscape now offer free web-based email as part of a bundle of services to attract visitors to use their Web sites repeatedly.  Besides offering greater location-independence, Webmail offers greater anonymity for those who otherwise have email addresses that can be identified (for example, student@cats.ucsc.edu tells the recipient that you are using mail at the University of California, Santa Cruz).








2.6 Security


	The need for security in exchanging messages is as old as history.  The earliest measures to ensure messages from falling into the wrong hands involved hiding the message itself.  One of the most famous examples of this is the story told by the Greek chronicler, Herodotus, writing well over 2000 years ago.  The sender shaved the messenger’s head, wrote the message on his scalp, and waited for the hair to grow back before sending the messenger on his way! In more mundane instances, we simply seal communications in envelopes before mailing them, relying on legal penalties to deter would-be snoops. A different sort of concealment is obtained through writing a message in a code, which only the recipient knows how to decipher.  Julius Caesar, for example, commonly used ciphers for military missives. Concealment and encryption are independent, and can be combined in many ways.





	One of the peculiarities of the Internet and the Web is their inherent openness.  This openness is what has allowed them to grow so quickly and so fruitfully.  As long as the information being exchanged can itself be made public without any loss, this is fine.  The job-seeker who posts her resume, or the hobbyist who lists information about his favorite computer games may not mind if the whole world has access to that information.  However, more and more commercially sensitive and private information, from business purchasing orders to individual credit card numbers, must be sent over the Internet for electronic commerce to be successful.  Hence security for electronic communications is essential.





	There are several dimensions of security.  First, we may want to prevent unauthorized people from accessing certain information.  To accomplish this, the information may be encrypted, so that even if it falls into the wrong hands, it can not be read.  Also, barriers can be erected to prevent unauthorized access to information. In the case of postal mail, we simply use sealed paper envelopes.  Electronic barriers are more complex.  An example of an electronic barrier is a firewall, which prevents unauthorized access.  At the same time, security also must allow authorized recipients to have access to the information.  When we receive an important legal document by courier, we typically have to sign for it.  We provide private information that identifies us when we use an ATM machine or obtain bank balance information over the telephone.  Similar kinds of authentication mechanisms are required for electronic transmissions of information.





	The second aspect of security is preventing tampering with information. This problem may well be correlated with the issue of access.  A hacker may just as well want to damage information to which he obtains unauthorized access, as to use that access for personal benefit, without tampering.  On the other hand, tampering may occur without unauthorized access.  Authorized users of information could alter it, or they could be unsuspecting carriers of viruses or worms that damage digitally stored information.  Thus firewalls have to deal with such problems as well, weeding out harmful programs as well as unauthorized access.





Table 2.1: Traditional Security Mechanisms





Security Service�
Non-electronic Mechanisms�
�
Authentication�
Photo ID card


Knowledge of mother’s maiden name�
�
Access Control�
Locks and keys


Checkpoint guard�
�
Confidentiality�
Sealed letter


Invisible ink�
�
Integrity�
Indelible ink


Hologram on credit card�
�
Non-repudiation�
Notarized signature


Certified mail�
�



Source: Table 4.1, Secure Electronic Commerce, p. 99, by Warwick Ford and Michael Baum, Upper Saddle River, NJ: Prentice Hall, 1997.





	One can further refine the classification of security issues and services.  Table 2.1 provides a five-way classification, and gives familiar non-electronic examples of achieving security goals.  Electronic techniques must achieve the same goals for digital information.  We will consider the various security techniques that are employed on the Internet, the Web, and electronic communication networks in general.  Clearly this is an area of complexity, and we will be informal in treating these topics. We briefly describe techniques of encryption, authentication, and screening, as well as how combinations of these techniques are implemented through firewalls or similar measures.





Encryption  Encryption involves using a rule to transform information, such as a text message, into something that is unintelligible without reversing the process.  The rule used can be very simple (replace A with Z, B with Y, etc.), or can involve complicated mathematical transformations.  Digitized text, which is represented as a sequence of bits, can be encrypted in this way, using computers to perform the transformation.  The real conceptual difficulty is in developing an encryption system that can be applied practically.





	The most straightforward system of encryption involves both the sender and the receiver knowing a “key” which is a string of bits used in both the encryption transformation and its reverse.  Only the sender and the receiver know the key, which is private.  Since the same key is used at both ends, the system is symmetric.  IBM developed the first widely used commercial symmetric encryption system in the 1970s.  This was called the Data Encryption Standard (DES), and was adopted as a standard by the US government in 1977 and the financial industry in 1981.  The practical difficulty that arises with private key systems is the problem of distributing keys.  Keys must themselves be distributed securely, and this could potentially require cumbersome manual methods, reducing the advantage of electronic communication.





	Whitfield Diffie and Martin Hellman (along with Ralph Merkle) conceptually solved the key distribution problem in 1976, by coming up with the idea of public-key encryption systems, and demonstrating that they were feasible.  Such systems use a pair of different, but related keys, one for encryption and one for decryption.  To protect message content, as when a customer is sending a credit card number over the Internet, the message can be encrypted using the public key.  Only the merchant, who knows the private key, is able to use it to decrypt the message.  All customers of the merchant can use the same public key, unlike the case of private key encryption, where each communicating pair requires a different key. The different keys make the encryption system asymmetric, since the person who has only the public key can encrypt a message, but cannot decrypt it.





	Diffie, Hellman and Merkle had not solved the problem of constructing a usable asymmetric cipher.  That feat was accomplished by another trio of mathematicians, Ron Rivest, Adi Shamir and Leonard Adelman, who discovered the RSA encryption algorithm. This algorithm uses some powerful mathematical tools (the keys are based on numbers used in the special mathematical transformations employed by the algorithm), and was patented by the three authors.  The original RSA patent expired in September 2000, some 20 years after it was awarded.�





	Symmetric or asymmetric encryption systems, using special kind of mathematical transformations applied to information expressed in strings of bits, are the basis of preserving confidentiality.  They also enable other security services to work. We consider these next.





Message Integrity  Suppose that confidentiality of a message is not an issue, but that the recipient needs to be sure that the message was not tampered with on the way.  In traditional postal communications, the recipient might see that the envelope has been opened and resealed, for example.  With digital communications over the Internet, the risk of tampering could be relatively high, and how to detect it is not obvious.  The approach that is taken is to use a mathematical transformation that calculates a particular value based on all the bits in the message.  This is called a check-value.  How this check value is generated must itself be encrypted.  This can be done with a symmetric, private-key system.  A public-key system can also be used for encrypting the transformation that computes the check-value.  In either case, the check-value is transmitted along with the message.  The financial industry uses a standard called MAC (Message Authentication Code), which was agreed on in 1986.





Authentication Yet another problem that can be tackled with encryption technologies is that of making sure that the sender of the message is genuine. In face-to-face communications and transactions, or over the telephone, we use special numbers, other private knowledge, or photographs to establish who we are.  An asymmetric encryption system can be used to achieve authentication in electronic communications.  The sender uses her private key to encrypt her message.  Recipients use the corresponding public key to decrypt it.  Note that this does not achieve confidentiality, since anyone can get and use the public key to view the message.  The roles of the private and public key are reversed from the case where message confidentiality is desired.  However, anyone who decrypts the message knows who the sender is, since the public key only works with the sender’s corresponding private key.





	There are several other aspects of authentication on the Internet.  Passwords and PINs are the most common ones that we encounter in using the World Wide Web, and they are familiar to us from using ATMs, telephone bank enquiries, and so on.  Third-party authentication is also possible: for example, a trusted firm may perform the initial authentication, and then vouch for the identity of an individual thereafter.  The identity of computers on a network may also be authenticated, but this uses encryption methods.





Digital Signatures A digital signature typically combines authentication with message integrity checking.  Again, it uses the basic encryption technologies to achieve this.  For example, the sender “signs” the electronic document using a private key, and the receiver verifies the signature using a public key.  Digital signatures must also be able to support non-repudiation.  This means that the sender cannot later deny that the signature is hers.  Obviously, the recipient or anyone else should not be able to forge the digital signature.





	One way to implement digital signatures is to use RSA technology in the authentication mode, encrypting the message with the private key, and sending it along with the unencrypted message.  Decrypting the encrypted version and comparing it with the plaintext message provides a check on the contents and the sender.  This can be costly in terms of computing resources and bandwidth, so an additional step is introduced in practice.  A one-way mathematical transformation (i.e., one that cannot be reversed) is applied to the message.  The transformation is called a hash function, and its output is a message digest.  Tampering with the message will alter the digest.  Now the digest is encrypted with a private key, and this acts as the digital signature.  Different mathematical transformations can be used to provide alternatives to RSA-based digital signatures.  For example, the US National Institute of Standards and Technology proposed a Digital Signature Algorithm (DSA), which achieves the same goal using an alternative mathematical function.  DSA technology cannot be used for encryption, which makes it more suitable for export, since there are limits on exporting encryption software.





Access Control Passwords provide a standard form of individual access control.  A different sort of control prevents access from certain machines.  Finally, certain forms of content and applications may be prohibited or screened.  A firewall typically acts as a screen for controlling access and the entry of content and applications. Firewalls typically exist between internal corporate networks and the public part of the Internet.  They can control incoming traffic, only allow authenticated users access from outside, and limit how internal users connect to the external network.  Firewalls can also screen for malicious programs, such as viruses, which can cause damage to the internal network.  Antivirus programs, of course, exist independently of firewalls, and are now a standard part of every desktop computer’s armory.





	Firewalls include special hardware and software, such as screening routers to filter incoming data, proxy servers to screen requests for Internet services such as access to Web sites, and perimeter networks that act as buffers between internal networks and everything outside.  Firewalls may also perform encryption tasks in linking two physically separate networks securely over the Internet, to create a VPN.





Web Security  Tampering with information on Web sites, and electronic eavesdropping to steal valuable information such as credit card numbers, are two of the greatest potential security problems on the Web.  The most common general security software is the Secure Sockets Layer (SSL) protocol, developed by Netscape.  SSL works on top of the TCP protocol used for Internet communications, and can be used to achieve security for HTTP and FTP communications. It performs several functions, including authenticating the Web server (through a private key mechanism) so that a fake site is not gathering sensitive information from unsuspecting customers, integrity check-values for message content, and encryption for confidentiality.  SSL is not specifically for preventing “hacking” into Web sites: to stop that firewalls must be employed.





	Other security methods are also available for the Web.  In particular, Visa and MasterCard combined to develop the Secure Electronic Transaction (SET) protocol for bank card payments made during online shopping transactions.  SET is based on a public key infrastructure that provides encryption, authentication of different participants in the transactions (cardholders, merchants, transaction processors), and integrity checking.








2.7 Technological Trends on the Web


	In this section, we review some of the features of the World Wide Web that have taken it far beyond simple delivery of text-based information, and made it a vehicle for electronic commerce.  We also describe how access to the Internet is changing in important ways that will speed the adoption of online commerce.  Finally, we describe how the Internet is taking on some of the tasks of the telephone network.





Capabilities of Web Pages In Section 2.4, we described the basics of the World Wide Web in terms of its ability to link HTML documents residing anywhere on the Internet.  Even the original HTML allowed more than just text to be displayed.  Graphics were an important part of the early and quick appeal of the Web to the general public.  Compact digital formats for graphics that are used on the Web are GIF (Graphic Interchange Format) and JPEG (Joint Photographic Experts Group). GIF is more compact, and is well-suited for line art, logos and so on, all of which are so important in appealing to those restlessly browsing the Web.  JPEG is better for displaying photographs. 





	GIF and JPEG files can be accessed and inserted into HTML Web pages.  Here is an example from the Salon.com story on Loudcloud, showing how an image, in this case in GIF, is inserted into the Web page:


<td colspan="3"><img src="http://images.salon.com/src/participate.gif" width=146 height=23 alt="Participate" border="0" /></td>


Note that the instructions specify the size at which the image is displayed.  Positioning can also be specified.  Most importantly, the image is an independent file, residing in its own location on a Web server (not even necessarily the same one that hosts the HTML file.  A Web page is therefore a composite of different pieces of digital information, stored differently, and assembled into a whole.





	The goal of using graphics files to compose a Web page is to make the viewing experience attractive, pleasant and convenient.  Of course this is vitally important where the viewer is a potential paying customer who is just a click away from a competitor’s Web site.  The desire to make Web pages as appealing as possible has also spurred a rapid change in their functioning.  HTML has been melded with other programming languages to produce Web pages that dynamically adjust over time, even as the Web user watches. In addition to animated images, these programming tools allow the Web user to interactively perform calculations, draw financial charts and carry out other actions. Again, we are familiar with the experience, and only the underlying technology needs to be briefly described.





	One class of programs that can be “plugged-in” to a Web browser are media players that allow a Web user to listen to music or news, or to view movies on the Web.  Links on the Web page launch a program, typically with its own window, that plays the audio or video clip.  In some cases, the file can be downloaded for listening or viewing “offline”, but often this downloading is technologically prevented for copyright reasons (see Chapter 3).  Specific file formats exist for compact digitization of sound and movie files.  Compactness is important even if the file is not to be downloaded, since listening or viewing online requires the information to be “streamed” to the client or desktop machine. Two of the best known file formats are mpeg (Motion Picture Experts Group), for video, and its derivative, mp3, for music. 





	One of the most common media players is Real Player, but there are probably well over a dozen alternatives, which offer different technologies for playing music and videos online.  The technology is moving in the direction of offering audio “channels”, that offer customized, on demand Internet “radio”.  Here is an example of an instruction that calls up the RealAudio application, from CNET.com:


<a href="http://tm.intervu.net/template/s2/iv/g2_vod.ram?stream=smirror/cnetradio/am10-02.rm;xtn=.ram">RealAudio</a>


On the Web page, clicking on the words “RealAudio” will launch the Real Player application from the location shown in the “href=http...” instructions. 





	Animated graphics, custom charts, and calculations can all be implemented using the Java programming language.  Java was designed to be run on different operating systems or “platforms”, so it is quite suitable for using on the Internet.  Small Java programs, called Applets, are downloaded along with the Web page, and run on the client computer to carry out the task at hand.  In the HTML code for a Web page, a Java Applet will be marked by tags such as <applet code=Text.class width=300                            height=80> at the beginning, and </applet> at the end, with instructions that determine the font, positioning and so on in between.  The Java program itself is in a separate file, in this example, Text.class, which resides on the same server as the HTML file itself.  Thus the HTML file does not directly reveal the Java Applet program.  The user’s Web browser must be “Java-enabled” for the Applet to work, which roughly means that it has an interpreter called a Java Virtual Machine, that is installed and activated.





	JavaScript is an alternative language for achieving dynamic effects similar to those possible with Java.  While Java is a general purpose language from which Applets have been developed for Web pages, JavaScript was developed explicitly for the Web.  Unlike Java Applets, JavaScript programs are embedded directly into the Web page. The JavaScript program will be marked off at its beginning with <SCRIPT LANGUAGE ="JavaScript"> and at the end by </SCRIPT>.  There are quite a few technical differences between the two languages, but in general, JavaScript is easier to use for many of the dynamic Web page effects or interactive tools that can also be implemented with Java.  On the other hand, JavaScript is less secure than Java, and more susceptible to being used maliciously to tamper with client machines.





	In the four examples at the bottom of the Illustration Box, only two end in “.html”. What do other file extensions for web pages tell us? The ending “.shtml” indicates that the Web page in question includes instructions that involve other software programs on Web server itself.  While a regular “.html” file may be saved on the client computer and viewed offline, without being connected to the Internet, a file which has to go back to the Web server for instructions cannot be opened in the same way.  In the file ending “.asp”, the letters stand for “Active Server Page”.  Such files include instructions that allow Web servers (specifically those of Microsoft) to create Web pages on the fly.  HTML is mixed with JavaScript, and possibly instructions in Microsoft’s Visual Basic language, though the browser treats the file as an HTML file.  Java Server Page technology (.jsp file endings) achieves similar ends, but with Java and JavaScript only, eschewing Microsoft technology.  ASPs and JSPs both allow Web pages to be constructed from reusable components, thus speeding up the process of Web page development, and allowing updating more easily.





	The sets of technologies that we have described can be termed “dynamic HTML”.  This term is somewhat imprecise, however, and in particular, the divergence between applications written using Microsoft’s proprietary tools, and others which are based on Sun’s and Netscape’s more open standards, represents some real divisions in the technologies of creating sophisticated Web pages for e-commerce.





	A final abbreviation that is commonly encountered in URLs is CGI, which stands for “Common Gateway Interface”.  CGI handles how the Web server software communicates with other software such as database programs.  For example, a CGI program (or “script”) can put the content of a Web form into a database.  CGI programs can also do some of the things that Java and JavaScript can perform, but their real value is in handling data movements to and from Web servers.  The term CGI is somewhat generic, since any software that follows the set of rules in the standard can be a CGI program.





Connecting to the Internet  Most households connect to the Internet by dialing a phone number.  The phone connection that is created is between the desktop computer and a computer at an ISP (Internet Service Provider).  ISPs come in many different shapes and sizes, but the biggest and most well-known is AOL.  Earthlink is another popular ISP, but without AOL’s proprietary, closed interface. Local telephone companies such as Pacific Bell also are in the ISP business.





	A computer must have a modem to make a dial-up connection.  A modem physically takes the form of a “card”, which is a circuit board that can be placed in a slot that connects it to the computer’s central processor.  Software is installed that enables the operating system to manage and communicate with the modem, which has the job of converting digital signals from the computer to signals that can travel over phone lines. A telephone set provides a similar sort of conversion for us, transforming our voice sounds to signals that travel over phone wires.





	There are two limitations of the modem technology.  First, a dial-up connection requires a dedicated circuit, so that the phone line used for a modem connection is no longer available for phone conversations.  Second, the speed of the transfer of digital information is limited to a practical maximum of 53.6 kilobits per second.  That is much faster than the modems of just a decade ago, and is not bad for tasks such as sending and receiving text email, but it is quite slow for the more complex things that we now do on the Internet.  Graphics, sound, video and programs all require considerably more bits of storage in digital formats, and all those bits must be sent over the Internet.  Note that file sizes are typically given in kilobytes or megabytes, and a byte is eight bits, so even small music files can take several minutes to transfer using a modem.  Digital data transfer speeds are loosely described as bandwidth, though that term has a more precise scientific meaning in terms of the range of amplitude of waves.





	Businesses solve the bandwidth problem by avoiding dial-up connections via phone lines.  They have dedicated lines for digital data transfers.  The technology for communicating between the computer and the network can be Ethernet (mentioned in an earlier section) or a similar alternative, and an Ethernet or other network card does similar work to that performed by a modem for phone-line connections.  Dedicated lines carry data outside from business’s local networks, and their capacity is many times greater than phone lines, though this capacity may be shared by multiple users.  T-1 and T-3 are the names of two different levels of connection: a T-3 connection has higher bandwidth than a T-1 connection.  Optical fiber lines can be much faster even than T-3 lines.





	T-1 and T-3 connections are, of course much too expensive for the typical household.  A relatively new technology, called DSL (Digital Subscriber Line) offers a good alternative.  DSL uses regular phone lines, but is much faster than dial-up connections.  Furthermore, it does not tie up the phone line: voice calls and computer data can simultaneously share the line.  Since it relies on the local phone network, local phone companies have been among the DSL providers, but there are many other companies that can lease some of the telephone infrastructure and offer DSL connections. Small businesses also find DSL an attractive option for connecting to the Internet, since it provides reasonable speeds at a cost much lower than dedicated “leased lines” (T-1, for example).  Like all wire-based communication technologies, DSL involves hardware and software that converts the digital information that moves around inside the computer’s circuits into alternative forms that can travel over wires or cables.





	The newest and potentially the most exciting method for connecting to the Internet is through wireless technology.  We are most familiar with cell phones that allow us to talk to anyone else who has a phone connection, whether wired or wireless.  Cell phones have moved from analog (using only waves to transmit information) to digital forms.  Digital phones still use waves to move data through the air, but the data is first digitized, which allows for more efficient and more versatile transmission.  In particular, the data that resides and moves around the Internet can now be accessible with suitably enhanced cell phones.  Of course the visual range of a wireless device screen is limited, and a small handheld device cannot have the same amount of storage or level of processing power.  Furthermore, wireless handheld devices cannot use the bulky operating systems and other software that are commonplace on desktop and even laptop computers.  For all these reasons, data for the wireless Internet must be adapted substantially from the standard HTML and HTTP.  The content must be condensed, and it must be transformed so that wireless devices can receive and send it.  The most common software, approaching a standard, is the Wireless Application Protocol (WAP).  Special computers act as gateways between the wired and wireless Internets, translating data from one format to the other.  this is how one can receive email on enhanced cell phones, even though they use operating systems and other software quite different from computers on the wired Internet.





Telephoning over the Internet  Using cell phones for Internet access is an example of the convergence of communications with computing.  The mirror image of this development is the use of PCs and the Internet for regular telephone conversations. At one level, this is not a difficult conceptual development.  After all, the basic idea is an old one: convert sounds to digital files, and transmit them.  Of course there are some serious practical difficulties.  Transmitting a digital sound file over the Internet (as when we download some music) is a one-way operation where timing is not important.  Gaps in the transmission of packets are no big deal.  When the entire file has been transferred, we have the complete song to listen to.





	Applications such as Internet radio are trickier.  In the case of such “streaming media”, gaps cannot be allowed, as they would hamper the ability of the listener to understand and enjoy what is being played.  The problem of potential delays in portions of the transmission is typically handled by transmitting enough of the file before it starts actually playing (creating a “buffer”), so that possible future delays in packets will have no impact on the listening experience.





	A telephone conversation adds to further complications.  First, the sounds must be converted to digital form “in real time” as the conversation takes place, unlike where a pre-converted digital file of sounds is being transferred.  Second, the conversation is inherently two-way, also in real time.  Therefore telephoning over the Internet requires a set of performance problems to be overcome.  Sounds must be converted to digital form and then transmitted with a greater degree of efficiency than would be required for other kinds of Internet-based information transfers.  This efficiency has been achieved to some extent, so that using the Internet for telephone conversations is now a reasonable possibility.  The technologies that underlie this option are known as Voice over Internet Protocol, or VoIP.


	


Decentralized Communications Much of the Internet has evolved as a hierarchical network, where commercial server computers store information and make it available to individuals looking for information.  The carrying capacity of the wires and cables that connect all the nodes of the Internet also obeys hierarchical principles, with smaller capacity lines radiating out from the massive backbone channels for data. Yet the nature of the Internet is such that it ultimately does not have a tidy hierarchical structure for its operations: it is open, it is in many ways democratic, it is even anarchic.  Here we briefly examine three aspects of decentralization of communications on the Internet. 





Caching  One problem with the basic client-server communications network is that frequently traveled pathways can become congested. An economic solution to this problem would be to price network use to reflect congestion costs (somewhat like a toll road with higher tolls in rush hour).  However, it is difficult to come up with a workable pricing scheme, and technological solutions have emerged instead.  Companies such as Inktomi and Akamai provide caching of frequently requested Web pages at way stations of the Internet that are close to high-bandwidth, relatively uncongested lines.  Requests for such Web pages are then routed to these cache sites, and can be fulfilled more quickly.  





	The computers that manage the caching and retrieval process are themselves servers, so in that sense the network retains its hierarchical character.  However, the result of caching is that the same content is available at many locations in the network, and in that sense the user is not dependent on a single point in the network.  As far as the user with a desktop browser goes, there is really no difference in how he or she accesses the content – only the speed of access is increased.  This can be particularly important for delivering streaming audio and video, as is rapidly becoming more common.








Peer-to-peer computing This term covers several types of technology.  The most well-known version of peer-to-peer computing is the sharing of files stored all over the Internet, via servers that direct requests for files – this is the Napster model for sharing music online.  Besides joining up the storage capacity of the network, peer-to-peer computing can also combine processing power of different computers.  Businesses currently use only a fraction of the computing capacity available to them, and peer-to-peer computing allows, for example, Boeing, to harness the desktop computers of its employees to perform complex design tasks that would otherwise require purchasing additional expensive hardware.





	Even within a company’s Intranet, there can be issues of security, reliability and scheduling.  Peer-to-peer computing over the Internet will have all these problems magnified, plus issues of standardization of technologies.  Computing giants such as Intel, IBM and Hewlett Packard have combined to try to overcome these issues.  If they are successful, firms will be able to economize on their investment in computing resources.  Peer-to-peer networks may also allow small groups within firms or across firms to do collaborative computing more efficiently.





	While Napster-style peer-to-peer computing still uses servers, though in a diminished role, alternatives do away with servers altogether.  It needs to be understood that servers and clients are not fundamentally different types of machines.  It is levels of processing power and storage, and the types of software installed, that distinguishes client and server machines.  More powerful clients with the right software can now perform tasks that were originally for servers.  This is the basis of server-free peer-to-peer computing, and has been implemented in file-sharing services such as Gnutella and Freenet.  This approach represents truly decentralized computing, and is seen as more reliable, because the functioning of the network does not depend on any single point in the network.  In many ways this represents the vision of the originators of the precursors of the Internet.





Instant Messaging While email shares some features with voice mail telephone tag – a back-and-forth of messages that create a two-way communication – and some with postal mail – anything from one-to-one interaction to commercial mass mailings, instant messaging is more like a written equivalent of a telephone conversation.  Messages are posted while both parties are online, so that an interactive conversation can take place.  Unlike the telephone, it is easy for more than two individuals to participate.  Add zero marginal costs to the mix, and it is not surprising that instant messaging is a popular technology, especially among teenagers. The technological differences from email or bulletin boards are simply in how messages are made accessible to participants in the exchange, permitting quick viewing and responses, and simulating the effect of a conversation of people in the same place.








A Language for E-Commerce HTML is a simple language.  It uses tags to mark text to achieve particular effects.  For example, in the HTML line:


<font face="times new roman, times, serif" size="3">Will the IPO of Marc Andreessen's infrastructure company mark a change in the Net market's gloomy weather?</font></p>


the tags at the beginning and end of the headline define the font type and size, while the final tag marks a paragraph end.  These tags have fixed meanings. The eXtensible Markup Language (XML) goes beyond this approach, essentially allowing the programmer to create sets of tags (and hence a specific markup language) for whatever application is at hand.  This ability to represent wide ranges of structured data is what makes XML “extensible”.  In particular, this ability is designed to work across different software platforms, allowing anyone to easily structure and exchange data, makes XML a potential basis for sophisticated Web applications, and for e-commerce in general. HTML elements, and elaborations such as JavaScript, can be embedded in XML files.





	What exactly can XML be used for? “Structured data” can mean things such as spreadsheets, address books, financial transactions, and technical drawings.  XML is meant to allow such objects to be communicated over the Internet, and read without both communicating parties necessarily having the same software platforms or applications.  Tags in specific languages created following the rules of XML can be assigned meanings determined by the creator.  Thus, while <p> always indicates a paragraph in HTML, in XML it could stand for a price or something else.





	One example of an XML-based language is the Financial Information eXchange (FIX) protocol, a messaging standard designed for the real-time electronic exchange of securities transactions.  Various kinds of business-related information can be exchanged using FIX application messages.  Examples of message categories are:


Advertisement messages, used to announce completed transactions


Indication of interest messages, used to market merchandise which a broker is buying or selling


News messages, used for general exchanges between brokers and institutions


Quote requests, used to ask for quotes from brokers before placement of orders for shares (or other financial assets) or foreign exchange 


Quote messages, used to respond to quote request messages, or to publish unsolicited quotes


Each type of application message has its own structure. For example, quote requests will contain identifying symbols for the securities in question, and ask for information pertaining to the type of security, such as the coupon interest rate for bonds, or the strike price for options.





	Business-to-business transactions in different industries are also using XML-based languages or “schemas” to describe products, forms and transactions, in ways similar to the financial information and transactions listed above.  Supply chain management is an example of how these XML schemas can be used.  In this case, as for the FIX protocol, groups of firms attempt to establish common and open (non-proprietary) standards that will allow easy communication of business information among firms in particular industries.





2.8 Conclusion


	Starting from the basics of computing, we have attempted to provide a brief overview of the enormous range of technologies that have flowered along with the Internet, World Wide Web, and e-commerce.  The pace of technological change is incredibly rapid.  Not only has the cost of communication plummeted, but also the variety and sophistication of information that can be exchanged electronically has exploded.  How this explosion will truly affect our lives as consumers, as workers, and as entrepreneurs, will be explored throughout the rest of the book.











Summary


Computers provide ever-expanding capabilities for processing, storing and communicating information.


The Internet and the World Wide Web represent the culmination of over a century of development of rapid long-distance communications.


The Internet transmits information as packets, pieces of digital files that may follow different routes along the network before being reassembled at the recipient’s end.  This is fundamentally different from the dedicated circuits used for conventional transmissions over phone lines, or via EDI.


The World Wide Web provides a convenient mechanism for displaying and accessing information over the Internet, including an address system, information linking methods, and a graphical interface for users.


The Internet includes, or connects with, various private business networks, and shares some of the infrastructure of the traditional telephone network.


Security is an important concern for commercial information exchanges on the Internet.  Mathematical algorithms are the basis of encryption of electronic information, which in turn supports confidentiality, access control, and authentication of identities.


Numerous technological developments have extended the World Wide Web beyond static text and graphics, allowing the exchange of audio and video, animated graphics, and telephoning over the Internet.  New technologies have increased possibilities for connecting to the Internet, allowing information to be received more quickly, or access from mobile, wireless devices.


Other new technologies for the In
