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Abstract. Adjectives of comparison (AOCs) like same, different and
similar can compare two elements sentence-internally, i.e., without refer-
ring to any previously introduced element. This reading is licensed only
if a semantically plural NP is present. We argue in this paper that it is
incorrect to describe a particular NP as either licensing or not licensing
the sentence-internal reading of a specific AOC: licensing is more fine-
grained. We use experimental methods to establish which NPs license
which AOCs and to what extent and we show how the results can be in-
terpreted against the background of a formal semantic analysis of AOCs.
Finally, we argue that using Bayesian methods to analyze this kind of
data has an advantage over the more traditional, frequentist approach.
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1 The phenomena

Most, if not all, languages have lexical means to compare two elements and
express identity / difference / similarity between them. English uses adjectives of
comparison (henceforth AOCs) like same, different and similar for this purpose.
Often, the comparison is between an element in the current sentence, e.g., the
italicized NP the same movie in (1b) below, and a sentence-external element
mentioned in the previous discourse, e.g., the underlined NP ‘Waltz with Bashir’
n (la). AOCs can also compare sentence-internally, that is, without referring to
any previously introduced element, as shown in (2). In this kind of cases, the
sentence itself, as it were, provides the context for the comparison, hence the
label of sentence-internal reading.

(1) a. Arnold saw ‘Waltz with Bashir’.

b. Heloise saw the same movie / a different movie.
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(2) Each of the students saw the same movie / a different mouvie.

The sentence-internal reading is available only if the sentence in which the AOC
occurs also contains a semantically (but not necessarily morphologically) plural
noun. Importantly, not all semantically plural NPs can license sentence-internal
readings of AOCs. This has already been observed in the previous literature (see
(1], 2], [3], [4], [5], [7], [10] a.0.). The previous literature also noted that many
NPs license sentence-internal readings of only some AOCs (see [3] for a recent
detailed discussion and summary of the previous literature).

However, it is much less known that the majority of semantically plural NPs
cannot be described as either licensing or not licensing the sentence-internal
reading of a specific AOC. Licensing is more fine-grained. The gradient nature
of AOC licensing has not been systematically studied, with the exception of
[5] for Dutch different. In this paper, we report one experiment that begins to
address this issue by establishing which NPs license which AOCs in English
and to what extent. We also argue that using Bayesian methods to analyze the
resulting data has an advantage over the more traditional, frequentist approach.
We conclude with a discussion of the consequences of the experimental results
for the semantic analysis of AOCs.

2 Experiment

2.1 Method

We used questionnaires to test people’s intuitions about sentence-internal read-
ings of three AOCs — same, different and similar — with four licensors — NPs
headed by each, all, none and the — for a total of 3 x 4 = 12 conditions. Each
condition was tested four times, twice in a scenario in which the condition was
most likely judged as true and twice in a scenario in which the condition was
most likely judged as false. There were 32 fillers.

An example of a scenario and three items testing the sentence-internal read-
ing of similar, same and different are given below. In the actual setup, each
scenario was followed by five items, two of which were fillers. For each scenario,
each of its corresponding test items had a different AOC and a different licensor.

(3) Gustav, Ryan and Bill are three bank managers who share a passion for
Volvo, Rolls Royce and Porsche automobiles. Last year, each of them
bought a new car. Gustav bought a Volvo PY30, Ryan bought a Volvo
XRT2000 and Bill bought a Volvo H4.

a. Each of the bank managers chose a similar car.
b. All the bank managers chose the same car brand.
c. None of the bank managers chose a different car brand.

Each item was judged with respect to (i) TRUTH: whether it is true, false or
unknown given the accompanying scenario and (#) ACCEPT(ABILITY): how ac-
ceptable it is on a 5-point scale (5=completely acceptable, 1=completely unac-
ceptable). TRUTH was measured so that it could be distinguished from ACCEPT.
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A total of 42 subjects in two undergraduate classes at UCSC completed the
questionnaire for extra-credit. For each subject, we randomized both the order
of the scenarios in the questionnaire and the order of the items for each scenario.
We excluded two subjects because of their incorrect responses to fillers and one
because only TRUTH was completed; one of the remaining 39 subjects filled in
only three fourths of the questionnaire. Final number of observations: N = 1856.

Barplots of ACCEPT for the 12 conditions are shown in Figure 1, from the
least acceptable, i.e., sentence-internal different when the licensor NP is headed

by none, to the most acceptable, i.e., sentence-internal same when the licensor
NP is headed by all.
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Fig. 1. Barplot of responses by quant-AOC combination

2.2 Statistical modeling and resulting generalizations

The response variable ACCEPT is ordinal, so we use ordered probit regression
models to analyze the data. These models are similar to linear regression models
in that the predictors are linearly combined and the weights / coefficients for
each predictor are estimated from the data. The linear combination of predictors
provides the mean for a normal distribution with a fixed variance, set to 12 for
simplicity. That is, the linear combination of predictors provides an ‘offset’ for
the mean 0 of the standard normal distribution. The area under the probability
density function (pdf) obtained in this way is partitioned into five regions by
four thresholds, which are also estimated from the data. Each of the five regions
corresponds to one value of the ordinal variable.

We have 2 fixed effects: (i) QUANT-AOC—factor with 12 levels since we have
12 licensor-AOC combinations, reference level: the each-different combination;
(i) TRUTH—factor with 3 levels T(rue), F(alse), U(nknown), reference level: T.
Our main interest is in how QUANT-AOC affects ACCEPT, while controlling for /
factoring out the influence of TRUTH on ACCEPT.

A frequentist analysis shows that adding either of the fixed effects to the null
(intercept-only) model significantly decreases deviance, but the interaction of the
fixed effects does not (p = 0.31). That is, licensor-AOC combinations and truth-
value judgments significantly and additively influence acceptability judgments.
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Adding intercept random effects for items accounts for practically no variance,
but adding random effects for subjects does (std.dev = 0.56). Thus, the final
regression model M we henceforth focus on has 2 fixed effects, QUANT-AOC and
TRUTH (no interaction), and intercept random effects for subjects.

Our primary interest is to establish which NPs license sentence-internal read-
ings of which AOCs and to what extent. That is, we are interested in a wide
range of pairwise comparisons between various licensor-AOC combinations. But
doing this in the null-hypothesis significance testing framework would require
an unfeasibly large amount of data to achieve significance given the necessary
a-level correction for running all pairwise comparisons between the 12 licensor-
AOC combinations (66 comparisons in total).

In contrast, any number of pairwise comparisons can be carried out in a
Bayesian framework because we do not use p-values as a criterion for decision
making. Instead, we simply study the multivariate posterior distribution of the
parameters obtained given our prior beliefs, the data and our mixed-effects or-
der probit regression model M. Pairwise comparisons of various licensor-AOC
combinations are just different perspectives on, i.e., different ways of marginal-
izing over, this posterior distribution (see [8], [9] and references therein for more
discussion). To determine whether there is a credible difference between any two
conditions, we check whether 0 (=no difference) is in the 95% highest posterior
density interval (HDI; basically, a 95% confidence interval) of the difference: if
0 is outside the HDI, the two conditions are credibly different.

The Bayesian model we estimate has the following structure: (i) we assume
low-information / vague priors for the non-reference levels of QUANT-AOC and
TRUTH —independent normal distributions with mean 0 and variance 102%; (ii)
the subject random effects are assumed to come from a normal distribution with
mean 0 and variance o2, with o taken from a uniform distribution Unif(0, 10).
The function linking the linearly combined predictors and the response ordi-
nal value is the standard normal cumulative distribution function (cdf) @. The
support of the cdf @ is partitioned into five intervals (since the acceptability
scale was 1-5) by 4 cutoff points / thresholds. The low-information priors for
the thresholds are also independent normal distributions with mean 0 and vari-
ance 10%2. We estimate the posterior distributions of the predictors QUANT-AOC
and TRUTH, the standard deviation o of the subject random effects and the 4
thresholds by sampling from them using Markov Chain Monte Carlo techniques
(3 chains, 125,000 iterations per chain, we discard the first 25, 000 iterations and
record only every 50 one).!

! Although there is no need for a-level corrections in a Bayesian framework because
the posterior distribution does not depend on how many comparisons we intend to
run (or any other intentions of the experimenter), we run the risk of false alarms
due to sampling variability: accidental features of the collected sample can lead
to spurious results in any framework for inductive inference. One way to mitigate
such false alarms is to model QUANT-AOC and TRUTH as random effects, following
[6]. This shrinks the estimates of distinct QUANT-AOC combinations towards the
grand mean, thereby mitigating the risk of mistakenly identifying differences between
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The posterior histograms for the most relevant comparisons are shown in
Figures 2—4 below, grouped by AOC. The resulting generalizations are summa-
rized at the top of each set of plots, where > means the licensor(s) on the left
is / are preferred to the licensor(s) on the right. Figure 2 shows that each is
a better licensor of sentence-internal different than all, which in turn is better
than definite plurals and negative quantifiers. But we cannot confidently dis-
tinguish between definite plurals and negative quantifiers since the HDI of the
difference between them includes 0. The corresponding generalizations for same
and similar are provided in Figures 3 and 4.

DIFFERENT: EACH > ALL > {THE, NONE}
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Fig. 2. Differences in acceptability between licensors of different
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SAME: {ALL, THE} > {EACH, NONE}
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Fig. 3. Differences in acceptability between licensors of same

any two them. We estimated the parameters of such a model and assumed two
independent normal distributions with means 0 and variances 7¢ and 73 for the
random QUANT-AOC and TRUTH effects. The hyperpriors for the standard deviations
71 and 7o were two independent folded t-distributions with means 0, variances 102
and 2 df. The estimates from such a model exhibited only very slight shrinkage and
all the comparisons of interest remained ‘significant’, so for reasons of simplicity we
will continue to discuss the simpler model in the main text. We are indebted to John
Kruschke (p.c.) for very helpful comments about this point.
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SIMILAR: {ALL, EACH} > {NONE, THE}
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Fig. 4. Differences in acceptability between licensors of similar
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Finally, Figure 5 below shows the posterior distributions of the 2 non-reference
levels of TRUTH and the 4 thresholds. False sentences (F') and sentences whose
truth values are unknown (U) because of their grammatically unclear status are
less acceptable than true sentences. The rightmost plot shows the mean posterior
thresholds plotted together with the standard normal pdf. This is the plot for the
reference levels of QUANT-AOC and TRUTH, i.e., for true sentences exemplifying
the each-different combination. The 4th (rightmost) threshold, for example, is
the cutoff point between values 4 and 5 of the ACCEPT response variable; 5 has
the highest probability of occurrence, i.e., the largest area under the pdf. Other
QUANT-AOC combinations will offset the mean of the pdf, i.e., the curve moves to
the left for the less acceptable QUANT-AOC combinations (the thresholds always
stay put), and values other than 5 will have the highest probability.
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Fig. 5. Posterior distributions of TRUTH and thresholds
3 Consequences for the semantic analysis of AOCs

There is a long tradition of connecting the sentence-internal reading of at least
some AOCs with distributivity. Here, we follow [3], who analyzes AOCs in a



Licensing Sentence-internal Readings in English 7

dynamic semantics system that provides semantic values for natural language
expressions in terms of sets of variable assignments.

Consider (4) below and the sequence of figures in (5a)—(5c) depicting the
sequence of dynamic updates contributed by (4). The update contributed by
each boy stores all the boys as the value of some variable, ug in our example.
This is pictorially depicted by the one-column table following the leftmost arrow
in (5a). The interpretation of the distributive operator dist contributed by each
boy and the subsequent interpretation of sentence-internal different are depicted
in (5b). The dist operator provides a temporary context inside of which the
interpretation proceeds in three steps, namely (i) pick two distinct boys, (i)
check that each of the two boys recited a poem and (44) check that the two
poems are different. In (5b-1), this sequence of steps is depicted for boy,; and
boy, and their corresponding poems. But dist requires these three steps to be
repeated for any pair of boys in the set ug, as shown in (5b-i) through (5b-v).
For more details and the exact logical formulas, see [3].

(4) Each® boy recited a"* different? poem.

Uo
(5) a. 0 Each“boy [boy] dist., (recited a" different’, poem)
. bOyQ
b0y3
. () Ul Up uy
' Goylpoem]” foyslpoems] & PO # POz
.. (270 (5% « Uuo uq & 7&
11.|boy1|poem1| |b0y3|poem3| poem1 # poems
b. uo uy o w

1il. |b0y2 |poem2|*|boy1|poem1| & poems # poemy

i Ug U1 " () Ul
v |b0y2|poem2| |b0y3 |poem3|

& poems # poems

v. ete.
() Ul
sum all updates |boy; |poem; boy, recited poem;
where .
boys|poema boys recited poems
boys |poems boys recited poems

Thus, in this account, the dist operator distributes over pairs of individuals and
is necessary to license sentence-internal different. Besides pairwise distributivity,
[3] postulates another operator, dist-Comp, which creates a temporary context
in which an individual is paired with all entities in the domain of quantification
different from that individual. In (4), the dist-Comp operator would create
contexts comparing, in turn, each boy and all the other boys.



8 Adrian Brasoveanu, Jakub Dotlacil

Both the individual-paired-with-individual dist operator and the individual-
paired-with-complement-set dist-Comp operator can capture distributive inter-
pretations (hence their label dist), and both of them can account for sentence-
internal readings of different and same. However, sentence-internal readings of
similar seem to be compatible only with dist-Comp: similarity is computed
over the entire domain of quantification, which dist-Comp provides, and not
simply over the individual pairs contributed by dist.

Consider the example in (6) below. Suppose there are three managers and
two of them bought the same car brand, say, Volvo. The third manager bought
a BMW, the color of which is similar to one Volvo and the design of which is
similar to the other Volvo. In that case, it is true that for each pair of cars,
the paired cars are similar (in some respect)—but (6) is intuitively false. We
capture this if sentence-internal similar is licensed by dist-Comp as opposed to
dist and requires similarity for the full domain of quantification.

(6) Each manager bought a similar car.

Finally, in addition to being licensed by dist or dist-Comp, same (and plural
different, which we do not discuss here) has another interpretation that gives
rise to sentence-internal readings. If there is no distributivity in the clause, same
has the option to check that only one entity (possibly plural) was introduced by
its NP. Table 1 summarizes which operator can license sentence-internal AOCs.

| dist dist-Comp no distributivity |

sing. different v v *
sing. same v v v
sing. similar * v *

Table 1. Distributivity and sentence-internal readings in [3]

We are now going to indicate how this analysis, along with other accounts of
sentence-internal readings, can account for the data from our experiment.

It has been observed in [5] that the distributive interpretation of predicates
like build a snowman depends on the type of subject. The availability of this
interpretation for different NP types is summarized in (7) below, where > means
the NPs on the left are more readily distributive than the NPs on the right.

(7) Distributive interpretation: EACH > ALL > THE

The parallelism between the gradience of distributivity ‘strength’ associated with
these determiners / quantifiers and the gradience of acceptability associated
with sentence-internal readings of different listed in (8) below provides support
for accounts in which sentence-internal different requires distributivity to be
licensed, e.g., the account in [3] discussed above, as well as [2], [4], [5] and [10].
This is true regardless of the explanation for the gradient nature of distributivity
‘strength’ (but see [5] for one such explanation).

(8) Different: EACH > ALL > {THE, NONE}
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At the same time, the results are problematic for accounts like [1], in which
sentence-internal readings are incompatible with distributively interpreted li-
censors. From the perspective of [1], we would incorrectly expect all and the to
be better licensors than each.

Finally, none of the current accounts can explain why negative quantifiers
are dispreferred licensors for different. These points have already been made in
[5] with respect to the Dutch data. This paper extends them to English.

Regarding same, we have seen the following ordering for the licensors:

(9) Same: {ALL, THE} > {EACH, NONE}

This separation into two classes of licensors supports the account of same in [1].
Under that analysis, same should not give rise to sentence-internal readings with
distributive quantifiers, which squares well with the degraded status of each and
none. The remaining question is why each and none are only slightly degraded,
not uninterpretable, as the account in [1] would predict.

One possibility is that same is ambiguous, as discussed above and as assumed
in [3] and [10]. One of the two meanings for same needs to appear in the scope of
dist to have a sentence-internal reading, while the other meaning is compatible
with a non-distributive plural licensor (see Table 1). Given the ordering in (9),
the former meaning must be dispreferred / less accessible. Thus, our experiment
seems to provide evidence for an ambiguity account of same, even though we still
need to explain why one meaning of same should be preferred over the other.
It might be that the meaning harder to evaluate is dispreferred. Consider (10a)
below: under the account in [3], dist creates temporary contexts storing pairs
of non-identical boys and same needs to check that within each pair, the recited
poems are identical. In contrast, the meaning of same in (10b) only needs to
check that exactly one poem was introduced in discourse by the direct object.
This second meaning of same is simpler in that we do not need to repeatedly
examine pairs of boys and their corresponding poems, we simply contribute a
cardinality requirement on a set of witnesses that is easier to evaluate / verify.
The investigation of the hypothesis that processing / evaluation complexity can
explain the licensing gradience in (9) is left for future research.

(10) a. Each boy recited the same poem.
b. All the boys/The boys recited the same poem.

Finally, sentence-internal similar is associated with the following ordering:
(11) Similar: {ALL, EACH} > {NONE, THE}

The scale in (11) indicates that similar is close to different. The only difference
between the two is that similar does not distinguish between all and each.
These fine-grained contrasts between similar and different (or same) have not
been previously noticed, as far as we know. As indicated above, the account in [3]
generalizes to similar if we stipulate that NPs have another way of introducing
distributivity, namely dist-Comp. But singular similar is overall much less



10 Adrian Brasoveanu, Jakub Dotlacil

acceptable than singular same or different: as the barplot in Figure 1 above
shows, all 4 conditions with similar are among the 6 worst conditions out of
the 12 QUANT-AOC combinations. We think that the strong overall infelicity
of sentence-internal readings of singular similar overwhelms the finer grained
distinction in acceptability between each and all that is observable with the
much more acceptable singular different.

4 Conclusion

We have discussed experimental evidence showing that licensing sentence-internal
readings of AOCs is gradient in nature. We have argued that this gradience sup-
ports an analysis of sentence-internal readings that connects them with distribu-
tivity. Furthermore, the particular ordering of licensors for same vs. different vs.
similar provides evidence for an ambiguity account of same, as well as for two
different distributivity operators. Some issues, like the particular status of neg-
ative quantifiers as licensors of different and similar or the overall infelicity of
singular similar when compared to singular different or same, remain unclear
and are left for future research.
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